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Abstract

This thesis concerns the application of variational methods to the study of evolution problems
arising in fluid mechanics and in material sciences. The main focus is on weak-strong stability
properties of some curvature driven interface evolution problems, such as the two-phase
Navier—Stokes flow with surface tension and multiphase mean curvature flow, and on the
phase-field approximation of the latter. Furthermore, we discuss a variational approach to the
study of a class of doubly nonlinear wave equations.

First, we consider the two-phase Navier—Stokes flow with surface tension within a bounded
domain. The two fluids are immiscible and separated by a sharp interface, which intersects the
boundary of the domain at a constant contact angle of ninety degree. We devise a suitable
concept of varifolds solutions for the associated interface evolution problem and we establish
a weak-strong uniqueness principle in case of a two dimensional ambient space. In order to
focus on the boundary effects and on the singular geometry of the evolving domains, we work
for simplicity in the regime of same viscosities for the two fluids.

The core of the thesis consists in the rigorous proof of the convergence of the vectorial
Allen-Cahn equation towards multiphase mean curvature flow for a suitable class of multi-
well potentials and for well-prepared initial data. We even establish a rate of convergence.
Our relative energy approach relies on the concept of gradient-flow calibration for branching
singularities in multiphase mean curvature flow and thus enables us to overcome the limitations
of other approaches. To the best of the author's knowledge, our result is the first quantitative
and unconditional one available in the literature for the vectorial/multiphase setting.

This thesis also contains a first study of weak-strong stability for planar multiphase mean
curvature flow beyond the singularity resulting from a topology change. Previous weak-strong
results are indeed limited to time horizons before the first topology change of the strong
solution. We consider circular topology changes and we prove weak-strong stability for BV
solutions to planar multiphase mean curvature flow beyond the associated singular times by
dynamically adapting the strong solutions to the weak one by means of a space-time shift.

In the context of interface evolution problems, our proofs for the main results of this thesis
are based on the relative energy technique, relying on novel suitable notions of relative energy
functionals, which in particular measure the interface error. Our statements follow from the
resulting stability estimates for the relative energy associated to the problem.

At last, we introduce a variational approach to the study of nonlinear evolution problems. This
approach hinges on the minimization of a parameter dependent family of convex functionals
over entire trajectories, known as Weighted Inertia-Dissipation-Energy (WIDE) functionals.
We consider a class of doubly nonlinear wave equations and establish the convergence, up to
subsequences, of the associated WIDE minimizers to a solution of the target problem as the
parameter goes to zero.
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CHAPTER

Introduction

The aim of this thesis is the application of variational methods to the study of several evolution
problems arising in physical sciences. Since the problems of interest are of different nature, we
provide two separate introductions.

Section 1.1 concerns interface evolution problems in fluid mechanics and material sciences,
hence serves as a general introduction to Chapters 2-3-4, which inspire the title of this thesis.
On the other hand, Section 1.2 introduces the variational approach to nonlinear evolution
problems which will be subject of Chapter 5.

1.1 Interface evolution problems in fluid mechanics and
in material sciences

An interface is a surface separating two spatial regions occupied by two different physical
states, or often referred to as phases. In this sense, interfaces appear in the modeling of various
physical phenomena, ranging from two-phase fluid flows, grain coarsening, image processing
to crystal growth, tumor growth, and biological membranes.

The main focus of this thesis is the study of the following two models for interface evolution
in fluid mechanics and in material sciences: the two-phase incompressible Navier—Stokes flow
with surface tension and the multiphase mean curvature flow.

Two-phase incompressible Navier—Stokes flow with surface tension

Consider the motion of oil droplets in water. This is a standard example of flow of two
immiscible, incompressible and viscous fluids with surface tension effects, which can be
modeled as follows. The interface between the two fluids is transported along the fluid flow
due to the immiscibility of the two fluids. The motion of each fluid is determined by the
incompressible Navier-Stokes equation. The interface exerts a surface tension force on the
fluids proportional to the mean curvature of the interface.

In terms of a mathematical formulation, consider a domain Q C R? and a time interval
[0,7) C R. The velocity fields of the two fluids coincide on the interface due to a no-slip
boundary condition at the interface I(t), t € [0,7)) C R, hence we consider a single velocity
vector field v : Q x [0,7) — R?. Then, given x : Qx [0,T) — {0, 1} as the indicator function

1
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Figure 1.1: Two-phase fluid in  C R2,

of the volume occupied by the one of the fluids so that I = 9{x = 1}, the above two-phase
fluid system corresponds to the following PDEs formulation

ox+ (v-V)x =0, (1.1)
9(p(V) + V- (p(x)v x v) = =Vp+ V- (u(x)(Vo + Vo')) + o H|Vx], (1.2)
V-v=0, (1.3)

where p = p(x) and © = u(x) denote the density and the viscosity functions of the two-phase
fluid, p is the pressure, o is the surface tension, H is the mean curvature vector of the interface
I, and | V| the surface measure of I. In particular, denoting by n; the normal to I, the right
hand side of (1.2) encodes the Young—Laplace law along the interface:

[[Tn;]] =cH along I, (1.4)

where T := pu(x)(Vv+VoT) — pld is the viscous stress tensor and [[-]] denotes the jump
across 1.

Additionally, in case of Q@ C R? bounded, the system (1.1)-(1.3) is endowed with boundary
conditions, for instance the complete slip boundary conditions:

v(+,t) - ngo =0 along 012, (1.5)
(nag () (Vo + Vol (-, t)Tag) =0 along 09, (1.6)

where ngq and 75q denote the inner pointing normal and the tangent to 0f), respectively.
These boundary conditions not only prescribe that the fluid cannot exit from the domain
and that it can move only tangentially to its boundary, but they also exclude any external
contribution to the viscous stress and any friction effect with the boundary.

The energy functional for the above two-phase fluid system is given by the sum of the kinetic
energy and the interface energy, namely

1
Blxe) = [ 5o00lef do+ o#i (),

and the associated energy dissipation inequality reads as

d 1
FE+ [ SuoIve+ v de <o,
dt Rd 2

2



1.1. Interface evolution problems in fluid mechanics and in material sciences

Figure 1.2: Multiphase system in which each color corresponds to a different phase (e.g.,
orientation of the lattice for a polycrystal).

Multiphase mean curvature flow

Consider a polycrystal, which is a solid material consisting of crystals with different orientations.
A grain boundary is an interface where crystals of different orientations meet. Each orientation
represents a different phase of the polycrystal as a multiphase system (cf. Figure 1.2).

A model for the evolution in time of grain boundaries in polycristals undergoing heat treatment
was first introduced by Mullins in [96], and it can be mathematically formulated by means of
the mean curvature flow equation

‘/;7]‘ = Oi,jHi,j along [i,j> (17)

where V; ; denotes the normal velocity, o; ; is the surface tension, and H; ; is the mean curvature
of the interface I; ; separating the polycrystal regions 7 and j with different crystallographic
orientations. The above equation has to be complemented with an equilibrium condition
holding at the intersection of three grain boundaries, i.e. at a triple junction, which is known
as Herring angle condition and reads as

Zai,jni,j = O, (18)
2%
where n; ; denotes the unit normal pointing from phase j into phase i. Note that, in case of

equal surface tensions, (1.8) corresponds to a 120° angle condition between the normals.

Multiphase mean curvature flow has a gradient-flow structure. In particular, the evolution by
mean curvature can be derived as the L2-gradient flow of the interface area functional

B() = 5 3 0u 1 1), (1.9

i,J
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which is subject to a dissipation of the form

d 1 1
EE(I> = —5 ZO’Z‘J‘/ V;,jHi,j de_l - —5 ZO’Z‘J‘/ ‘V;,j|2 de_l. (110)
i,j j i,j I; ;

I, J

1.1.1 Solution concepts for curvature driven evolving interfaces

The main challenge in the mathematical description of curvature driven evolving sharp
interface consists in the occurance of topology changes in finite time. In the literature
various approaches are available for the mathematical analysis of sharp interfaces.

Classical ways for the representation of sharp interfaces range from parametrizations to measure
theoretic approaches. Parametric approaches provide a detailed description of the evolution of
sharp interfaces in time, however these typically lead to nonlinear partial differential equations
whose study reveals to be challenging, in particular in case of topology changes. Weaker
approaches involving measure theoretic methods are thus preferable in order to allow topology
changes.

Weakening the concept of solution however may lead to abundance of solutions, also including
unphysical non-uniqueness (e.g., a sudden vanishing of the interface at an arbitrary time),
even in the absence of topology changes. Therefore, uniqueness may fail in the class of
weak solutions. On the other hand, with the exception of evolution equations subject to a
comparison principle (e.g., two-phase mean curvature flow), uniqueness properties of weak
solutions have been mostly unexplored. In the framework of curvature driven interface evolution
problems not satisfying a comparison principle, one may establish a conditional result in the
form of a weak-strong uniqueness principle, stating:

Prior to the first topology change, weak solutions are unique in the class of strong solutions.

In other words, the non-uniqueness of weak solutions can arise only as a consequence of
topology changes, such as the pinch-off in liquid drops or the collapse of grain boundaries in a
polycrystals.

Classical strong solutions and singularity formation. In the classical setting, the evolving
sharp interfaces are described either by means of standard parametrization, or by means of an
height function over a (d — 1)-dimensional closed reference hypersurface U.

In the framework of the two-phase viscous fluid flow (1.1)-(1.3), short-time existence of
strong solutions in the LP-setting was established by Kéhne, Priiss, and Wilke in [70], and
by Wilke in [127]. In these works, the evolving interface v : U x [0,T] — R? is represented
in terms of a graph of the the height function h : U x [0, T] — R? over the initial interface
Yo : U — R, namely v(s,t) = yo(s) + h(s, t)n.,(s), where n,, denotes the normal vector
field to vy, whereas the evolving domain of one of the fluids is represented in terms of the
associated Hanzawa transform (cf. [101]).

Short-time existence for the evolution by mean curvature flow of a smooth hypersurface was
first established first by Gage and Hamilton [51], then by Huisken and Polden [61], representing
the evolving hypersurfaces as graphs over the initial one in a tubular neighborhood of the
latter (cf. [84]).

In the context of planar multiphase mean curvature flow, we refer to the work of Mantegazza,
Novaga, Pluda and Schulze [85] for the analytical study of the evolution and of the singularity
formation resulting from a topology change. Local-in-time existence and uniqueness in the

4
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72

71

V3

Figure 1.3: Triple junction satisfying 120° angle condition.

Figure 1.4: Collision of two standard triods resulting in a standard cross with angles of
60°/120°.

case of three curves 7; : [0,1] x [0,7] — D C R? i = 1,2, 3, meeting at a single triple
junction with fixed end-points was proved first by Bronsard and Reitich in [24], then revised
by Mantegazza, Novaga and Tortorelli in [86] (see Figure 1.3). In their works, the evolution
equation (1.7) for the curves ; reads as

8537i
1057 |?

for a specific choice of the tangential velocity (in order to allow the motion of the triple
junction without affecting the motion of the curves). The authors of [85] extended the result
of [86] to a network made of regular triple junctions (i.e. satisfying the Herring angle condition
(1.8)). In case of non-regular initial networks (that is, with multi-points of order greater than
3 and/or non-regular 3-points), e.g., networks resulting from a collision of two triple junctions
(cf. Figure 1.4), we refer to the short-time existence result of llmanen, Neves and Schulze
[64]. In particular, their result combined together with a previous analysis of the singularities
provides a restarting (and/or continuation) result for the curvature flow past a singularity
formation.

Oi =

As conjectured by llmanen on the basis of numerical simulations (cf. [85]), some self-similarly
shrinking networks (i.e., shrinkers) are dynamically stable, meaning that perturbing the flow,
the blow-up limit network remains the same. As a consequence, the generic singularities of
the curvature flow of a network are conjectured to be (locally) asymptotically described by
one of the these shrinkers. If the dynamically stable shrinker is a line or a standard triod (i.e.
a 120° triple junction), there is no singularity, thus one may consider as dynamically stable
singularities the following: the unit circle, the standard cross, the Brakke spoon, the lens, and
the three-ray star (see Figures 1.4-1.5).

In the framework of classical strong solutions for bubbles clusters moving by mean curvature
in higher space dimension, less is available in the literature. Local-in-time existence and
uniqueness for general double bubble clusters was proved by Depner, Garcke and Kohsaka [37].

5
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() <D —>— [\

Figure 1.5: Dynamically stable shrinkers: the circle, the Brakke spoon, the lens, the three-ray
star.

Level-set formulation and viscosity solutions. The notion of viscosity solutions for
two-phase mean curvature flow relies on the level set approach of Osher and Sethian [99].
Instead of an evolving interface I(t), we consider a function u having 7(0) as zero level set at
the initial time ¢ = 0 and evolving according to the degenerate parabolic equation

Vu

Then, the viscosity solution I(t) is defined as the zero level set of u at time ¢.

The construction of a global-in-time unique viscosity solution can be found in the works by
Chen, Giga and Goto [30], and Evans and Spruck [41]. These results are established due to the
availability of a comparison principle, which reads as two disjoint surfaces stay disjoint during
the evolution in the context of viscosity solution for two-phase mean curvature flow. The
absence of a comparison principle for multiphase mean curvature flow prevents the applicability
of these concepts in the multiphase case.

Despite the well-posedness and uniqueness of viscosity solutions, I(t) may develop a non-trivial
interior and thus fails to describe an interface in form of a hypersurface. This phenomenon,
which is referred to as the fattening of the level sets in the literature, can be explained in
terms of non-uniqueness of the evolution (cf. [118]). Nevertheless, fattening is known to not
occur prior to the first topology change.

BV formulation of energy dissipating solutions. A distributional formulation of multi-
phase mean curvature flow in the setting of finite perimeter sets and BV functions was used
in the work of Luckhaus and Sturzenhecker [83], later by Laux and Otto [73], and by Laux
and Simon [74]. Their formulation of multiphase mean curvature flow relies, first on a set of
BV phase indicator functions ;, then on the existence of velocity vector fields V; such the
following trasport equations are satisfied in a distributional sense

Oxi +(Vi-V)x; =0.

A weak formulation of the mean curvature equation (1.7) is given by

r T
Zai’j/ / Viop dHTHdl = — Zai,j/ / (Id —nij @ niz) : Voo dH dt,
o o JiI, > o Ji,
(1.11)

where ¢ is a smooth vectorial test function. Indeed, we note that — f[ (Id—n;; @n;;) :
¥

Vo dH* = [ H;jn; ;- dH! for smooth surfaces I; ; without boundary. The energy
2,3

dissipation inequality 1.10 is imposed by defining the interface normal velocities V; ; as

restrictions of V; to I;; . Conditional global-in-time existence results for BV solutions to
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Figure 1.6: Evolution of a circular interface by mean curvature flow: The interface shrinks
to a point in finite time. In the framework of Brakke solutions to mean curvature flow, the
interface may suddenly disappear at any time.

multiphase mean curvature flow were established by Luckhaus and Sturzenhecker [83], by
Laux and Otto [73], and by Laux and Simon [74]. Furthermore, the BV formulation allows
the occurrence of topology changes, and a weak-strong uniqueness result for BV solutions to
multiphase mean curvature was established prior to the first topology change [46].

Measure-valued varifold solutions. In the framework of geometric measure theory, in-
terfaces at any time t are modeled by integral (oriented) varifolds V;, namely non-negative
measures on RY x G(d,d — 1) (R? x S4°1), where G(d,d — 1) (S*!) denotes the space of
all (d — 1)-dimensional linear subspaces of R? (the unit (d — 1)-sphere). In particular, the
curvature term on the right hand side of (1.11) is espressed by means of

- / Py : VedV,
RexG(d,d—1)

where P; denotes the orthogonal projection onto () € G(d,d — 1) and corresponds to
Id—s®s, s € S™!, in case of oriented varifolds V.

In the context of two-phase incompressible Navier-Stokes flow with surface tension, Abels
introduced the associated notion of varifold solutions in order to model possible oscillation
of the interface on an infinitesimal scale and he proved their global-in-time existence [1].
Moreover, varifold solutions in the sense of Abels satisfying a corresponding form of the energy
dissipation inequality (1.10) are unique in a suitable class of strong solutions [45].

A notion of varifold solution to mean curvature flow was given by Brakke in his pioneering
work [21], in which he provided a global-in-time existence result. Brakke's notion of solutions
consists of a localized version of the energy dissipation inequality (1.10), which is formulated
in terms of an evolving integral varifold with locally bounded first variation. As a consequence,
a sudden and arbitrary loss of surface measure at any time is admissible. In order words, in
the context of Brakke solutions to mean curvature flow, the interface may suddenly disappear
at any time (see Figure 1.6). In particular, Brakke solutions fail to be unique, even prior to
the first topology change in the classical solution.

Kim and Tonegawa [68], and Stuvard and Tonegawa [122] introduced a notion of varifold
solutions that combines the concept of Brakke solutions with an evolution equation for the
different phases, proving global-in-time existence. By imposing an evolution equation for the
phases, their concept of varifold solutions prevents the sudden vanishing of the interface,
hence constitutes a significant improvement to Brakke's notion of solutions. Furthermore,
being a natural generalization of the concept of BV solutions to varifolds, a corresponding
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Figure 1.7: Regions in which u. ~ 41 are separated by a diffuse interfacial layer of thickness
proportional to €.

weak-strong uniqueness result was established prior to the first topology change [46]. More
recently, another notion of varifold solutions satisfying a global energy-dissipation inequality in
the sense of De Giorgi [53] was introduced by Laux and Hensel [56].

1.1.2 Phase-field models

An alternative approach to describe the evolution of interfaces is that of phase-field models,
which replace the sharp interfaces (hypersurfaces) with thin diffused interfacial regions. In
other words, instead of working with a characteristic function indicating the region occupied
by one of the phases, phase-field descriptions are formulated in terms of a smooth function,
usually referred to in the literature as order parameter. In particular, the order parameter
takes values close to given values (e.g. 1), and rapidly changes between these two values
in a diffuse transition layer of width of order ¢ < 1 (see Figure 1.7). As a main advantage,
phase-field models allow to describe the evolution of interfaces beyond topology changes and
the formation geometric singularities.

The Allen-Cahn phase-field model

The Allen-Cahn model was introduced to the describe the dynamics of antiphase boundaries
[13], namely the process of phase separation resulting from the ordering of atoms within unit
cells of a lattice. Variants of the model have been introduced in the literature to describe
physical processes of phase separation in multi-phase systems. The Allen-Cahn equation reads
as

1
Owue. = Au, — gﬁuW(uE), (1.12)

where u. : R? x [0, 7] — R~ is an order parameter, and W : RN~ — [0, +00) is a N-well
potential vanishing in o, ...,ay € RV~! (see Figure 1.8 for N = 2 and N = 3). The set of
zeros {ay, ..., ay } represent the pure phase states, which can mix together in diffuse transition
layers of order € > 0 where u. takes value along the path connecting them.

The Allen-Cahn equation is the L?-gradient flow (accellerated by the factor 1/¢) of the
Ginzburg-Landau energy

1
E.(u.) = /Rd S|V + gW(ug) de, (1.13)
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W (u)

u

-1 +1

(a) Double well potential W (u) = (u®2~1)2  (b) Triple well potential with zeros in
with zeros in +1 ai, o, a3 € R?

Figure 1.8: N-well potentials

and formally subject to the energy dissipation inequality

d
S E(u) = — 2 .
pp - (ue) /Rd5|8tu5| dx

Sharp interface limit of the Allen-Cahn model

Phase-field models can be interpreted as an approximation of sharp interface models, and
thus have been widely used for numerical computations. By letting the width of the diffuse
transition layers to vanish, i.e. ¢ — 0, one expects to recover the underlying sharp interface
dynamics. For this reason, the limit € — 0 is referred to in the literature as sharp interface
limit.

In its sharp interface limit, the Allen-Cahn equation (1.12) describes the evolution of interfaces
by mean curvature flow (1.7). Consider for simplicity the two-phase case (N = 2), the
level-sets of u. are roughly parallel to the interface I and Vu, points in the direction of the
normal n to I. Then, since div(Vu.) = Au. and div;(n) = H, one can already notice the
analogies between (1.12) and (1.7), at least at a formal level.

At the level of the energy functionals, the analytical study of the convergence of the Ginzburg-
Landau energy (1.13) towards the interface area functional (1.9) was initiated by Modica
and Mortola [95]. In the two-phase case, the corresponding gamma-convergence result was
established by Modica [94] and Sternberg [121]. Luckhaus and Modica [82] proved the
convergence of the first variation of the energy (1.13) to mean curvature, namely the first
variation of the interface area functional, again in the two-phase setting. In the framework of

vectorial u., a gamma-convergence result for the general multiphase case was established by
Baldo [15].

The rigorous analysis of the behavior of solutions to the Allen-Cahn equation (1.12) in its sharp
interface limit € — 0 has for long been available only for the scalar Allen-Cahn equation with
two-well potential VW, namely only for N = 2. Convergence for a smooth evolution was proved
independently by de Mottoni and Schatzman [36] and by Chen [29] by means of rigorous
asymptotic expansions. More recently, Fischer, Laux and Simon gave a short alternative proof
for quantitative convergence towards a smooth solution to mean curvature flow. However,
both the arguments hold only in the two-phase setting, as they do not consider the occurrence
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of branching singularities (i.e. triple junctions) in the limiting motion by multiphase mean
curvature. More generally, convergence results for classical strong solutions towards multiphase
mean curvature flow beyond the formation of dynamically stable singularities have not been
available in the literature so far. To overcome the problems arising from the formation of
singularities in the multiphase setting, convergence of the Allen-Cahn equation (1.12) to its
sharp interface limit was established in the framework of two-phase Brakke solution by IImanen
[62], and in that of viscosity solutions by Evans, Soner, and Souganidis [40].

To the best of our knowledge, only a formal expansion analysis for the convergence to the
smooth evolution of a triple junction was carried out by Bronsard and Reitich [24]. In the
multiphase setting, so far the only rigorous convergence result past singularities has been the
conditional result proved by Laux and Simon [74] in the setting of BV solutions to multiphase
mean curvature flow. However, their result is conditional, in the sense that they assumed that
the time integral of the energy (1.13) converges to the time integral of (1.9) as ¢ — 0.

1.1.3 The relative energy method

The relative energy (or entropy) method originates in the works of Dafermos [32] and DiPerna
[38] on systems of conservation laws and it has been widely exploited in the context of fluid
dynamics (cf. [126]). Recently, relative energy techiniques have been a promising tool to
establish results such as

» weak-strong uniqueness principles for sharp interface evolution problems for the

two-phase incompressible Navier-Stokes flow [45] and for multiphase mean curvature
flow [48];

» quantitative convergence of phase-field models to their sharp interface limit
for the scalar Allen-Cahn equation towards the evolution by mean curvature flow [48].

A relative energy is a nonlinear functional that measures the error between two solutions, which
we denote by u and v, with v being the stronger/sharper/more regular one. In particular,
for physical systems with a strictly convex energy (or entropy) functional E[:] subject to
dissipation, the relative energy is obtained by subtracting the first order approximation around
v to E[], namely by

Elulv] := Eu] — DEv](u —v) — Ev].

In order to compute the time evolution of E[u|v], one needs the energy (or entropy) dissipation
inequality for u, and the weak formulation of the evolution equation for u tested by some
nonlinear functional of v. Then one may exploit the properties of E[u|v] in order to deduce a
relative energy inequality of the form

d
— <
th[u]v] < CEulv],

for some constant C' = C(7T',v) > 0. At last, a Gronwall-type argument allows to obtain a
stability estimate

Elulv](t) < e“"Elulv](0), for any t € [0,T], (1.14)

and thus to conclude about either weak-strong uniqueness properties or convergence rates for
well-prepared initial data.

10
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Depending on the problem under study, the relative energy may consist of several terms, each
controlling different quantities. Below we introduce the relevant ones in the framework of the
two-phase incompressible Navier-Stokes flow and of mean curvature flow (as well as of its
phase-field Allen-Cahn approximation).

Velocity error. In the framework of the incompressible Navier-Stokes flow of two fluids with
same viscosities, the relative energy functional has a term controlling the error between the
velocities u and v in the L*-norm

1

Eulule] = [ 5p0c)lu— o de, (1.15)
R4

where p denotes the density function. In the case of different viscosities of the two fluids, we

refer the reader to [45] for a detailed discussion.

Interface error. From the interface area functional, one can deduce a contribution Ejy[1,|1,]
in the relative entropy providing control the interface error between a measure-theoretic interface
I, = 0*{x., = 1} and a strong interface I, = 9{x, = 1}. Formally, the ansatz for Ei[l,|l,]
is of the form

EwlLult] =0 [

1—¢&-n, d|Vxul, (1.16)
Rd

where o is the surface tension, n, is the measure-theoretic unit normal along I,,, whereas ¢ is
a smooth extension of the unit normal vector field to I, in its space-time neighborhood. In
particular, £ coincides along I, with its unit normal vector field. Additionally, away from I,
the length of ¢ decreases quadratically in the distance to I,. Note that Fj.[l,|l,] controls
the squared error of the interface normals

o
BuluI1) 2 5 [ 1= ¢ AVl

Furthermore, Ei[l,|I,] controls the total area of the part of the interface I, which is not
locally a graph over I,.

In the framework of oriented varifold solutions, the ansatz for interfacial contribution in the
relative energy functional reads as

EMAWWAza/

RdxSd—1

1—§-sdl/;2(;/ s — €2 dV;. (1.17)

R xSd—1

Then, having a compatibility condition of the form

/ gostt—/ ¢ dVxy (1.18)
R x§d—1 R

for every smooth test function ¢ with compact support, one can define the Radon—-Nikodym
derivative
) dIVx(0)
t = T -
d[Vi]ga—

The quantity 1/6; corresponds to the multiplicity of the varifold V;. In particular, one can
rewrite Eint[l,, V|I,] as

Eint[IuaV|Iv] = 0/

R

1—§-nud|VXu|+a/
d

]_ — Qt d|‘/;§|gd—1,
Rd

11



1.

INTRODUCTION

where the last term controls the multiplicity error of the varifold. In turn, one can also obtain
a control of the squared error in the normal of the varifold [, ci i [s — n,|* AV

In the context of the convergence of phase-field approximations, formally, one has to re-
place I, with the diffuse interfacial region, in which the order parameter u. takes val-
ues between two given values, for example +£1. Being its diffuse interface approximation
[94], the Ginzburg-Landau energy E.(u.) from (1.13) plays the role of the interface area
fRd 1d|Vxu|- On the other hand, the phase-field approximation of n,d|Vy,| is given by

Vi(u.) de = |§Zi| IV (ue)| de with ¢ (u) = [ 1/2W (s) ds from the Modica-Mortola trick

for a two-well potential W. As a result, the relative energy ansatz for the proof of the
convergence of the scalar Allen-Cahn equation reads as [48]

Bunlucl8] = [ 5190 + 2W () = € Vo) da. (1.19)

In particular, by adding a zero, one can rewrite Fin[u.|l,] as

1 V.
Bunlucl1) = [ 5190+ 2W () = [Votu] ot [ (1= )90 do.

Rd ‘ ‘Vugf

thus obtaining the control of the local lack of equipartition of energy between the terms
£|Vue|* and W (u,)

1 1 2
Eint[ua|jv] Z /Rd 2‘\/E|VUJ5’ - % 2W(u5) dZ‘,
as well as of the error between the normals
1 Vu, |?
Ein € I’U Z P — e dz.
duln) = [ Gle— e V()| dr

Weighted volume error. In the limit of vanishing length of the weak interface I, the
interfacial contribution Ein.[I,|I,] in the relative energy lacks of coercivity. For this reason,
one introduces in the relative energy functional an additional term FE, o [x4|X»] Which controls
the error between the volumes with weight ©. In particular, 19 behaves approximately like a
sign distance to [, in the proximity of [,,, and FEyo[Xu|Xs] is of the form

Evol[Xu’Xv] = /I%d(Xu - Xv)ﬁ d.il?, (120)

which is nonnegative for ¥ > 0 in {x, = 1} and ¥ < 0 in {x, = 0}.

1.1.4 Contributions of this thesis

The main interest of this thesis resides in the application of the relative energy techniques in
order to establish

= weak-strong stability for the planar two-phase incompressible Navier-Stokes flow with 90
degree contact angle condition (cf. Chapter 2);

» quantitative convergence of the vectorial Allen-Cahn equation towards multiphase mean
curvature flow (cf. Chapter 3);

12
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» weak-strong stability for planar multiphase mean curvature flow beyond a circular
topology change (cf. Chapter 4).

These results are quantitative, as are derived as a consequence of an associated stability
estimate of the form of (1.14). In particular, qualitative weak-strong uniqueness principles
and qualitative convergence can be deduced as a consequence.

A weak-strong uniqueness principle for the two-phase incompressible Navier-Stokes
flow with 90 degree contact angle condition

In a recent work [45], a weak-strong uniqueness principle for varifold solutions (in the sense of
Abels [1]) was established for the flow of two immiscible, viscous and incompressible fluids
with surface tension. In Chapter 2, in the planar case and for matched shear viscosities, we
extend the weak-strong uniqueness result of [45] to the setting of a bounded domain Q C R?,
imposing a 90° contact angle condition for the interface I, if it intersects with the boundary
of the domain 02 at a contact point ¢(t), namely

naa(c(t)) - ng,(c(t),t) =0 forany t € [0,T],

where nsq and ny, denote the normal to 9€2 and I, respectively. This result has been obtained
in collaboration with Sebastian Hensel [58] and reads as

Energy dissipating varifold solutions (x,,u, V') in the sense of Abels [1] to the incompressible
two-phase Navier-Stokes flow for two fluids (1.1)-(1.3) with 90° contact angle and same
viscosities satisfy a weak-strong stability estimate. In particular, as long as a strong solution
(xv,v) exists, any energy dissipating varifold solution starting from the same initial data has
to coincide with the unique strong solution.

We establish this result by exploiting the relative energy method, namely by studying the
time evolution of a relative energy functional E[x.,u, V|x.,v] of the form devised in [45],
which consists of the sum of the terms (1.15) and (1.20) with integrals on a bounded domain
Q) C R?, and of (1.17) with its integral on the closure of €2, thus encoding the 90° contact
angle condition. As a result, we obtain a weak-strong stability estimate of the form of

Elxusu, Vxe, v](t) < CeCtE[Xmu7 Vxu,v](t), foranyte[0,T],
with C' = C(T, x,,v) > 0.

Our proof requires a nontrivial further development of ideas from [45] in order to incorporate
the contact angle condition. The main challenges of our work are twofold. First, we need
to introduce a varifold solution concept in the sense of Abels [1] in the setting of bounded
domains with 90° contact angle condition at any moving contact point ¢(¢). Indeed, the work
of Abels [1] only deals with the full-space setting in the presence of surface tension. Second,
we contruct a suitable boundary adapted extension £ of the normal vector field to the strong
solution interface I, i.e. ny,, in a space-time neighborhood of any moving contact point ¢(t)
along 0€). In particular, our smooth boundary adapted extension £ of ny, is subject to the
boundary condition

€-nga =0 ondQ x|[0,T]. (1.21)

Including the boundary condition (1.21) in the vicinity of a space-time trajectory of a moving
contact point ¢(t) requires a perturbation of the rather trivial standard bulk construction, thus
additional nontrivial technical work.

13
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In the spirit of the two-step strategy of [46], we additionally establish a conditional weak-strong
uniqueness result in the three dimensional setting: The missing ingredient is a contruction for
the boundary adapted extension £ in the vicinity of any moving contact line I, N 0f) satisfying
a 90° contact angle condition.

At last, we observe that our result holds in the regime of the same shear viscosity for the two
fluids. However, for our construction for the boundary adapted extension £ we do not rely on
this assumption. Hence, we expect that one could generalize our result in case of different
viscosities of the two fluids by adapting the kinetic energy contribution of the relative energy
(1.15) to this regime, thus implementing the highly technical technique developed in [45].

Quantitative convergence of the vectorial Allen-Cahn equation towards multiphase
mean curvature flow

The rigorous analysis of the behavior of solutions to the Allen-Cahn equation (1.12) in the
limit of vanishing interface width £ — 0 has long been available only for the scalar Allen-Cahn
equation with two-well potential W [29] [36] [48] [40] [62]. As for the vectorial Allen-Cahn
equation (1.12) with a potential W with N > 3 distinct minima, the only previous results
on the sharp interface limit have been a formal expansion analysis [24] and a conditional
convergence result [74]. To the best of our knowledge, not even an unconditional proof of
qualitative convergence for well-prepared initial data has been available so far. One of the
main challenges has been the occurance of branching singularities (i.e. triple junctions) in the
conjectured limit of multiphase mean curvature flow.

In Chapter 3, we give rigorous proof for the sharp interface limit of the vectorial Allen-Cahn
equation (1.12) in a multiphase setting by means of the relative energy approach. This is joint
work with Julian Fischer [49] and our main result states

As long as a strong solution to multiphase mean curvature flow exists, solutions to the vectorial
Allen-Cahn equation for a suitable class of potentials and with well-prepared initial data
converge towards multiphase mean curvature flow in the limit of vanishing interface width
parameter € — 0.

We introduce a notion of relative energy which generalizes (1.19) to the multiphase setting,
and thus relies on the concept of gradient-flow calibration &; for branching singularities in
multiphase mean curvature flow (cf. [46] for triple junctions in R?, [57] for double-bubbles
in R3). In other words, & — &; can be interpreted as a suitable extension of the unit normal
vector field of the smooth interfaces between phases ¢ and j. Having this ingredient at our
disposal, our relative energy ansatz is

€ 5 1 N
Pludé] = [ |51V + W)+ 36 - Vit do (122)
d i=1

where 1; : RV~1 — [0,1] are suitable phase indicator functions of class C'! such that
¥i(cj) = 0;5. The functions ¢; — 1, play a role that is somewhat similar to that of

Y(u) = [, \/2W(s) ds in the Modica-Mortola trick for a two-well potential W

The properties of the gradient-flow calibration &; and the assumptions on the functions ;
ensure the coercivity properties of Eu.|{] necessary to prove the stability estimate

Eluc|€)(t) < Ce“ Elu.[¢](0), for any t € [0, 77,

14
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where C'= C(T, x;) > 0 and Y; are the phase indicator functions from the strong solution to
multiphase mean curvature flow. Then, for suitable initial data u.(-,0) satisfying E[u.|£](0) <
C(x;(0))e, one can deduce

13 (ue(-,) = Xi(, D)l |1 (ay < CV2, - for any ¢ € [0, 77,
establishing O(c!/?) as a rate of convergence.

Our result holds for a suitable class of multi-well potentials W, e.g. the triple wells one in 1.8.
Indeed, a challenging task has been the construction of the functions v);, which relies on the
properties of W. We expect that our strategy can be generalised in order to work also for a
larger class of multi-well potentials, making our result even stronger. However, this task is not
trivial at all, as it requires additional technical work in order to compensate the relaxation of
the assumptions on W, thus we leave it for future work.

Weak-strong stability for planar multiphase mean curvature flow beyond a circular
topology change

In a recent work [46], Fischer, Hensel, Laux and Simon have established a weak-strong
uniqueness principle for BV solutions to planar multi-phase mean curvature flow. Their result
was proved by means of the relative energy technique, obtaining a weak-strong stability
estimate holding prior to the first topology change.

In Chapter 4, following the relative energy approach of [46], we prove a weak-strong stability
estimate holding up past the formation of the simplest dynamically stable singularity [85], a
shrinking circle. This implies a weak-strong uniqueness principle for weak BV solutions to
planar multiphase mean curvature flow beyond circular topology changes. This result has been
obtained in collaboration with Julian Fischer, Sebastian Hensel and Maximilian Moser and
reads as

Energy dissipating BV solutions in the sense of Laux and Otto [73] resp. Laux and Simon [74]
to planar multiphase mean curvature flow (1.7) satisfy a weak-strong stability estimate past a
circular topology change. In particular, any energy dissipating BV solution starting from the
same initial data has to coincide with the unique two-phase circular strong solution beyond
the singular time at which it shrinks to a point.

More precisely, in our statement, a two-phase circular strong solution is any smooth, closed
and simple curve in the plane which is close to a circle and evolves by mean curvature flow (for
an exact circle, see Figure 1.9). Our notion of strong solution is justified by the works of Gage
and Hamilton [51] and of Grayson [55], stating that: Given some smooth, bounded, open
and simply connected initial set Ay C R? with boundary 9.4, evolving in time into .A(t) by
mean curvature flow, then 0.A(t) becomes circular in the process, in the sense that 0.A(t)

gets asymptotically close to a circle of radius r(t) = 1/2(Te,s — t), and it shrinks to a point at

the extinction time T,,; = 240

T

The previous weak-strong stability result of [46] is limited to time horizons before the first
topology change of the strong solution. The reason is that the time-dependent constant C'(¢)
in the associated relative energy inequality

;tE[Xb(](t) < C(t)Ex|x]|(t), foranyt e [0, .,

is non-integrable, in particular C'(¢) ~ (T..; —t)~'. This leads to the study of the stability of
the leading order non-integrable tems near the singularity.
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Figure 1.9: Evolution of a circle by mean curvature flow, i.e., 7/'(t) = _Tlt) for any ¢t € (0,T¢u),
7(0) =79 and Topy = 373.

We overcome the issue of the blowing-up contant C(t) ~ (T..,; —t)~' at the singular time

T..+ by developing a weak-strong stability theory for circular topology change up to dynamic
space-time shift (z(t), T(t)) € R* x R. The role of the space-time shift is that of dynamically
adapting the strong solution to the weak BV solution so that the leading-order non-integrable
contributions in the relative energy inequality are compensated. As a result, denoting by
X>T = 2+ X(T(-)) the space-time shifted strong solutuion, we obtain a Gronwall inequality

of the form 1
7E[X|>7(Z’T](t> < —W

P EIX*"](t)  for a € (0,5),
whence one can deduce the weak-strong stability estimate

"N By 0)

B0 < (5

for any time t € (0,t,), where t, = sup{t : T'(t) < Tt}

In order to prove weak-strong stability for circular topology change up to dynamic space-time
shift, we work in two different regimes for the weak BV solution. The non-regular regime
correspond to the times ¢ € (0,,) at which the dissipation term (cf. (1.10)) satisfies

1 / 2 gq/d-1 A
=N 0ij |Vij|? dH* > ——— for some large A > 0,
227 f, 1V 1a0)

hence the dynamic space-time shift is not strictly needed in order to compensate the non-
integrability of the leading oder terms. On the other hand, the regular regime corresponds
to the times at which the dissipation term is strictly bounded by ﬁ In particular, in the
regular regime our proof relies on the fact that the weak BV solution reduces to a graph over

the strong solution at regular times.

At last, we note that we expect our method to have further applications to other types of
dynamically stable shrinkers, as well as to prove quantitative convergence of diffuse interface
(Allen-Cahn) approximations for planar mean curvature flow beyond the associated singularities.

1.2 A variational approach to nonlinear evolution
problems

We introduce a variational approach to nonlinear evolution problems, whose interest resides in
the possibility of connecting a nonlinear PDE problem with the constrained minimization of a
convex functional. As a result, this approach turns out to be helpful in proving global-in-time
existence of weak solutions as limits of a subsequence of minimizers, solving an elliptic-in-time
regularization of the target problem.
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This idea has to be traced back at least to llmanen [63], whose proof of existence and partial
regularity of the Brakke mean curvature flow of varifolds is based on this variational technique.
Remarkably, this approach can be applied to certain classes of hyperbolic problems as well.
Indeed, De Giorgi conjectured this possibility in the setting of semilinear wave equations [54],
which was rigorously proved later in [109, 120].

1.2.1 The Weighted Inertia-Dissipation-Energy approach
A conjecture by De Giorgi [54] states:

Minimizers of suitable convex functionals with initial data as boundary conditions converge,
up to subsequences, to global weak solutions to the semilinear wave equation

Otu— Au+ [uf2u=0, p>2,

as the paramter € goes to zero.

The functionals I.(u) are integrals in space-time of a convex Lagrangian exponentially weighted
by a parameter £ > 0, where the initial data of the wave equation serve as boundary conditions.
Their minimizers thus solve the corresponding Euler-Lagrange equation parametrized by ¢ > 0,
which is an elliptic-in-time regularization of the target problem. As ¢ tends to zero, the
minimizers converge, up to subsequences, to a solution of the nonlinear wave equation. De
Giorgi's conjecture was proved by Stefanelli [120] (on bounded time intervals (0,7") with
T > 0) and by Serra and Tilli [109] (on the original, unbounded time interval (0, c0)).

The variational approach proposed by De Giorgi for the semilinear wave equation can be
extended to some mixed hyperbolic-parabolic equations. In this more general setting, the
approach relies on the minimization of different classes of the Weighted Inertia-Dissipation-
Energy (WIDE) functionals, namely

T
I.(u) = /0 e_t/g</Q 522p|8152u|2 dz + evp(Ou) + gb(u)) dt, p,v >0, (1.23)

where T € (0, 00], Q C R? is a smooth bounded domain, 527p|8ttu\2 corresponds to the inertial
term, while the functionals ¢ and ¢ represent the dissipative potential and the energy of the
system, respectively. The semilinear wave equation studied in [109, 120] is obtained by the
choices v = 0 and

1
otw) = [ GVl +luP)de, p=2,

in (1.23). More in general, the hyperbolic setting corresponds to the choice v = 0, whereas
the parabolic one to p = 0. In the parabolic case (p = 0), we refer to the method as Weighted
Energy-Dissipation (WED) approach.

Mielke and Stefanelli [93] exploited the WED approach to gradient flows in Hilbert spaces H
for T' < 0o, by setting p = 0 and by considering general A-convex energy functionals ¢ on
H in (1.23). In particular, the class of PDE problems considered in [93] includes the scalar
Allen-Cahn equation (1.12) by working with the Hilbert space X = H}(2) and with the WED
functionals

T 1 1 1
]a c) = _t/6</ 52 o 62 - 5 d )dt
(1) / Vo[ [ G0l oVl W () da
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Doubly nonlinear problems corresponding to the choice p = 0 in (1.23) were first investigated
by Akagi and Stefanelli in [7] assuming

() = / Lol de,  é(u) = / Lt + Flu) de, 2<p<q,
b 049

where F' is as smooth and convex function and ¢* is the Sobolev conjugate of ¢, then by Akagi,
Melchionna and Stefanelli in [5, 6, 8] considering abstract functionals 1, ¢ in the general
setting of Banach spaces. The mixed hyperbolic and parabolic case for T' < oo was studied by
Liero and Stefanelli [78], where the techniques were combined in order to deal with both v
and p > 0, a quadratic dissipation and a specific choice of ¢, namely

_ L e — [ Lo
w(atm_/gz\atu\ dr,  6(u) ._/Qz\w 4+ F(u) du,

where F'is A\-convex with derivative of polynomial growth. A more general class of nonlinear
hyperbolic problems was later considered in [110] for a quadratic dissipation functional ¢ and
for T' = .

The WIDE approach has been used also to investigate parabolic problems which have been
introduced in Section 1.1 and are of interest for this thesis. Ortiz, Schmidt and Stefanelli [98]
exploited the method to prove the existence of a classical Leray-Hopf weak solution to the
incompressible Navier-Stokes system

ov+v-Vvo—vAv+Vp=0, divu =0,

by means of the stabilized WED functionals
o 1
I.(u) = / e_t/5</ —|0w +v - Vu|? + g|v - Vol? + V|VU|2dx) dt, o,v >0,
0 a2 2 2e

under the incompressibility constraint dive = 0 and for given initial and (homogeneous
Dirichlet) boundary conditions. Recently, Bathory and Stefanelli [17] extended the result of
[98] by considering non-Newtonian fluids, by allowing for in- and outlets, and by assuming
general, nonhomogeneous boundary conditions. In the context of viscosity solutions to mean
curvature flow (cf. Subsec. 1.1.1), Spadaro and Stefanelli [119] proved that minimizers of the
relaxed WED functional

g 1 1
I.(u) = / et/s</ 5]@u|2dx + A(u)) dt, T < oo,
0 Q €

converge to the gradient-flow trajectories of the relaxed area functional

Au) = / V14 |Vu|?dz + | D*u|(©) +/ o — u| dH,
0 20

along D(A) = BV(2), where D*u denotes the singular part of the Radon measure Du,
whereas the function ¢ encodes the initial and boundary condition.

The WIDE variational approach gives the possibility to connect a difficult nonlinear PDE
problem with a the constrained minimization of a uniformly convex functional of the form of
(1.23). Furthermore, the application of the tools of the calculus of variations may provide a
variational insight to a differential problem. For instance, the functional (1.23) may admit a
unique minimizer, whereas no uniqueness may be known for the corresponding PDE problem
under general nonlinearities. In this regard, the variational approach may serve as a selection
criterion in some nonuniqueness situation. This possibility has been already checked for a
specific ODE case in [77], but also in [6] whenever ¢ or ¢ is strictly convex.
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1.2. A variational approach to nonlinear evolution problems

1.2.2 Contribution of this thesis

In this thesis we discuss the Weighted Inertia-Dissipation-Energy (WIDE) approach to a class
of doubly nonlinear wave equations (cf. Chapter 5).

Weighted Inertia-Dissipation-Energy approach to doubly nonlinear wave equations

The aim of our work in collaboration with Goro Akagi, Verena Bogelein and Ulisse Stefanelli
[4] is to generalize the result of [78] to the case of non-quadratic dissipation. We consider the
WIDE functionals /. (1.23) with ¢ which is convex, of p-growth, and twice differentiable on
LP(QY) for p € [2,4), and ¢ of the form

o) = [ 5Vl + Flu) do

where F'is convex and of r-growth with r € [0, p — 1]. In the following, we denote by dy ¢
the Gateaux differential of 1.

Our main result states as follows

The unique minimizers of the WIDE functional I. converge, up to subsequences, to a strong
solution to the doubly nonlinear wave equation

pOiu + vdy () — Au+ f(u) =0 in HH(Q), for almost all t € (0,T),

as the paramter ¢ goes to zero.

Our analysis relies on specific estimates on the WIDE minimizers, which are obtained by
readapting the ideas of [78, 120]. The main novelties of our work reside in the argument for
the decomposition and the representation of the subdifferential of the WIDE functional I, and
in the strategy adopted in order to identify the nonlinearity dyt)(u) in the limit. Moreover, we
investigate the viscous limit p — 0, both at the level of the functionals and at the level of their
minimizers. In particular, we prove that for (p,e) — (0,0) the minimizers of I. converge to
the unique solution of the doubly nonlinear problem vdy(dyu) — Au+ f(u) = 0 in H~1(Q),
for almost all t € (0, 7).
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CHAPTER

Weak-strong uniqueness for the
Navier—Stokes equation for two fluids
with ninety degree contact angle and

same viscosities

This chapter contains the paper “Weak-strong uniqueness for the Navier—Stokes equation for
two fluids with ninety degree contact angle and same viscosities”[58], which is a joint work
with Sebastian Hensel and published in J. Math. Fluid Mech. 24, 93 (2022).

Abstract. We consider the flow of two viscous and incompressible fluids within a bounded
domain modeled by means of a two-phase Navier—Stokes system. The two fluids are assumed
to be immiscible, meaning that they are separated by an interface. With respect to the motion
of the interface, we consider pure transport by the fluid flow. Along the boundary of the
domain, a complete slip boundary condition for the fluid velocities and a constant ninety
degree contact angle condition for the interface are assumed. In the present work, we devise
for the resulting evolution problem a suitable weak solution concept based on the framework
of varifolds and establish as the main result a weak-strong uniqueness principle in 2D. The
proof is based on a relative entropy argument and requires a non-trivial further development
of ideas from the recent work of Fischer and the first author (Arch. Ration. Mech. Anal. 236,
2020) to incorporate the contact angle condition. To focus on the effects of the necessarily
singular geometry of the evolving fluid domains, we work for simplicity in the regime of same
viscosities for the two fluids.

2.1 Introduction

2.1.1 Context

The question of uniqueness or non-uniqueness of weak solution concepts in the context of
classical fluid mechanics models has seen a series of intriguing breakthroughs throughout the
last three decades. In case of the Euler equations, the journey started with the seminal works
of Scheffer [106] and Shnirelman [114] providing the construction of compactly supported
nonzero weak solutions. The first example of an energy dissipating weak solution to the Euler
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equations is again due to Shnirelman [115]. Later, De Lellis and Székelyhidi Jr. not only
strengthened these results in their groundbreaking works (see, e.g., [34] and [35]), but in
retrospect even more importantly introduced a novel perspective on the problem: their proofs
are based on a nontrivial transfer of convex integration techniques from typically geometric
PDEs to the framework of the Euler equations. Indeed, their ideas eventually culminated in
the resolution of Onsager's conjecture by Isett [65]; see also the work of Buckmaster, De Lellis,
Székelyhidi Jr. and Vicol [26].

By now, these developments also generated spectacular results for the Navier—Stokes equations.
For instance, Buckmaster and Vicol [27] as well as Buckmaster, Colombo and Vicol [25]
establish that mild solutions in the energy class are non-unique. The constructed solutions are
not Leray—Hopf solutions, i.e., it is not proven that they are subject to the energy dissipation
inequality. However, Albritton, Brué and Colombo [11] even show in a very recent preprint
that one can construct an external force such that there exists a finite time horizon so that one
may construct at least two distinct Leray—Hopf solutions for the associated forced full-space
Navier—Stokes equations in 3D (both starting from zero initial data).

Hence, in terms of uniqueness of weak solutions the best one can expect in general is essentially a
weak-strong uniqueness principle. Roughly speaking, this refers to uniqueness of weak solutions
within a class of sufficiently regular solutions. In the context of the incompressible Navier—
Stokes equations, such results are classical and can be traced back to the works of Leray [75],
Prodi [100] and Serrin [111]. In the case of the compressible Navier—Stokes equations, we
mention the works of Germain [52], Feireisl, Jin and Novotny [43], as well as Feireisl and
Novotny [44]. The usual strategy to establish these results is based on a by now widely
used method which infers weak-strong uniqueness from a quantitative stability estimate for a
suitable distance measure between two solutions, the so-called relative entropy (or relative
energy). We refer to the survey article by Wiedemann [126] for an overview on the relative
entropy method in the context of mathematical fluid mechanics.

In the present work, we are concerned with the question of weak-strong uniqueness with respect
to a two-phase free boundary fluid problem within a physical domain 2 C RY, d € {2,3}.
More precisely, we study this question in terms of a suitably devised concept of varifold
solutions for the evolution problem of the flow of two incompressible Navier—Stokes fluids
separated by a sharp interface. Along the boundary of the domain, a complete slip boundary
condition for the fluid velocities as well as a constant ninety degree contact angle condition
for the interface are assumed. For the precise PDE formulation of the model, we refer to
Subsection 2.1.2. For a discussion of the weak solution concept and its precise definition, we
instead refer to Subsection 2.1.3 and Definition 11, respectively. The main result of the present
work establishes in 2D a weak-strong uniqueness principle for the above introduced two-phase
free boundary fluid problem. We refer to Theorem 1 for the precise mathematical formulation
of our result. In the spirit of [46], we also derive a conditional weak-strong uniqueness result in
the three-dimensional setting; cf. Proposition 4 for the precise statement. To the best of the
authors’ knowledge, the present work is the first to establish weak-strong uniqueness in the
context of an interface evolution problem incorporating contact point dynamics in combination
with a fluid mechanical coupling.

Even when neglecting the fluid mechanics, uniqueness of weak solutions in form of a weak-
strong uniqueness principle is in general the best one can expect also for interface evolution
problems. In this context, this is due to the formation of singularities and topology changes;
see already, for instance, the work of Brakke [21] for mean curvature flow of networks of
interfaces in R? or the work of Angenent, llmanen and Chopp [14] for mean curvature flow
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of surfaces in R3. When restricting to the full-space setting 2 = R? and thus neglecting
non-trivial boundary effects, Fischer and the first author [45] recently established a weak-strong
uniqueness principle up to the first singularity formation for the corresponding two-phase
free boundary fluid problem considered in this work. Their approach relies on a suitable
extension of the relative entropy method to get control on the difference in the underlying
geometries of two solutions; cf. Subsection 2.1.4 for a discussion in this direction. Their
ideas were later generalized by Fischer, Laux, Simon and the first author [46] to derive a
weak-strong uniqueness principle for BV solutions of Laux and Otto [73] to mean curvature
flow of networks of interfaces in R?, or even for canonical multiphase Brakke flows of Stuvard
and Tonegawa [122] (cf. also [56]).

The main challenges of the present work are twofold. First, we need to devise a weak solution
concept for the above introduced two-phase free boundary fluid problem. We emphasize that
this is not already contained in the work of Abels [1] which in the presence of surface tension
only deals with the full-space setting. Even though our notion of varifold solutions is clearly
directly inspired by Abels’ formulation, some additional thoughts are necessary in the present
setting of a bounded domain with contact point dynamics (cf. again Subsection 2.1.3 for a
discussion). Indeed, the point is to formulate a solution concept which on one side is weak
enough to allow for a satisfactory global-in-time existence theory (cf. Section 2.8 for a sketch
of an existence proof along the lines of the argument of Abels [1]), but on the other side is
still strong enough to support a weak-strong uniqueness principle. To obtain the latter, the
second challenge of the present work is to further develop parts of the analysis of Fischer and
the first author [45] to deal with the non-trivial boundary effects and the necessarily singular
geometry of the evolving fluid domains. Due to the latter two, it turns out to be beneficial to
implement the relative entropy argument based on a two-step procedure rather in the spirit
of [46] than the more direct approach from [45] (cf. Subsection 2.2.2 for further discussion).

2.1.2 Strong PDE formulation of the two-phase fluid model

We start with a description of the underlying evolving geometry. Denoting by €2 a bounded
domain in R¢ with smooth and orientable boundary 992, d € {2, 3}, each of the two fluids
is contained within a time-evolving domain Q% (t) C Q resp. Q7 (t) C Q, t € [0,T). The
interface separating both fluids is given as the common boundary between the two fluid
domains. Denoting it at time ¢ € [0,7) by I(t) C ©, we then have a disjoint decomposition
of Qinform of Q= QT () UQ(t) U (I(t) N Q) U for every t € [0,T). We write ngqg to
refer to the inner pointing unit normal vector field of OS2, as well as n;(+,¢) to denote the unit
normal vector field along I(t) pointing towards Q7 (¢), t € [0, 7).

With respect to internal boundary conditions along the separating interface, first, a no-slip
boundary condition is assumed. This in fact allows to represent the two fluid velocity fields by
a single continuous vector field v. We also consider a single scalar field p as the pressure, which
in contrast may jump across the interface. Second, along the interface the internal forces of
the fluids have to match a surface tension force. Denoting by x(-,¢) the characteristic function
associated with the domain Q" (¢), t € [0,T), and defining u(x) := p*x + = (1—x) with p*
and 1~ being the viscosities of the two fluids, the stress tensor T := pu(x)(Vo+VoT) — pld
is required to satisfy

[[Tng]](-,t) = o Hy(-,t) along I(t) (2.1)
for all t € [0,T"), where moreover [[-]] denotes the jump in normal direction, o > 0 is the fixed
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surface tension coefficient of the interface, and H;(-,t) represents the mean curvature vector
field along the interface I(t), t € [0,T).

With respect to boundary conditions along OS2, we assume in terms of the two fluids a complete
slip boundary conditions. In terms of the evolving geometry, a ninety degree contact angle
condition at the contact set of the fluid-fluid interface with the boundary of the domain is
imposed. Mathematically, this amounts to

v(-,t) -nga =0 along 092, (2.2)
(no - nO)(Vo + VoT)(-, )B) =0 along 09 (2.3)

for all t € [0,T") and all tangential vector fields B along 0f2, as well as
nr(-,t) - nag =0 along I(t) N oSN (2.4)

for all t € [0,T). These boundary conditions not only prescribe that the fluid cannot exit
from the domain and that it can move only tangentially to its boundary, but they also exclude
any external contribution to the viscous stress and any friction effect with the boundary.
Observe also that the ninety degree contact angle condition is consistent with the complete slip
boundary conditions (2.2) and (2.3), in the sense that (2.4) together with (2.2) implies (2.3).
Furthermore, the ninety degree contact angle needs to be imposed only as an initial condition:
for later times it can be deduced using (2.2) and (2.3) and a Gronwall-type argument. For
details, see the remark after Definition 10.

Now, defining p(x) := ptx + p~(1—x) with p* and p~ representing the densities of the two
fluids, the fluid motion is given by the incompressible Navier—Stokes equation, which by (2.1)
and (2.3) can be formulated as

8t(p(x)v) +V. (p(x)v ® v) =-Vp+V. (u(x)(Vv + VUT)) +oH; VXL, (2.5)
V-v=0, (2.6)

where |Vx|(+, 1)L represents the surface measure H4 1 (I(t) N ), t € [0,T). Second, the
interface is assumed to be transported along the fluid flow. In other words, the associated
normal velocity of the interface is given by the normal component of the fluid velocity v.
Thanks to (2.2), (2.4) and (2.6), this is formally equivalent to

Ox+(v-V)x =0. (2.7)

Finally, from a modeling perspective, the total energy of the PDE system (2.5)—(2.7) is given
by the sum of kinetic and surface tension energies

1
E[x, v] ::/p(x)]v|2d3:—|—a/ 1d]VX]+a+/ XdS—i—a_/ (1—x)ds, (2.8)
Q2 Q ) o0

where ot and o~ are the surface tension coefficients of 9Q N Q" and 902 N Q;, respectively.
Note that the ninety degree contact angle condition (2.4) corresponds to 0~ = 0. Indeed,
a general constant contact angle o € (0, 7) is prescribed by Young's equation which in our
notation reads as follows

ccosa =0 —o".

In particular, by subtracting the constant fm 1dS from (2.8) we see that the relevant part of
the total energy does not contain a surface energy contribution along 0f) in our special case
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of a constant ninety degree contact angle. By formal computations, one finally observes that
this energy satisfies an energy dissipation inequality

Elx,v|(T") + /OTI /Q M(2X)\VU + Vol Pdadt < E[x,v](0), T’ €[0,T). (2.9)

2.1.3 Varifold solutions for two-phase fluid flow with 90° contact
angle

In terms of weak solution theories for the evolution problem (2.5)—(2.7), the energy dis-
sipation inequality suggests to consider velocity fields in the space L>(0,T; L*(€;R%)) N
L?(0,T; H'(Q;R?)), and the evolving geometry may be modeled based on a time-evolving
set of finite perimeter so that the associated characteristic function x is an element of
L>(0,T; BV (£;{0,1})).

However, a well-known problem arises when considering limit points of a sequence of
pairs (X, Vk)ren representing solutions originating from an approximation scheme for (2.5)—
(2.7). Ignoring the time variable for the sake of the discussion, the main point is that a uniform
bound of the form sup,cy || xx| BV () < 00 in general does not suffice to pass to the limit (not
even subsequentially) in the surface tension force o Hy, |V xx|.Q2. Recalling that we work in a
setting with a ninety degree angle condition, this term is represented in distributional form by

/H,k Bd|Vyy| = —/(Id—nk®nk) VB AV (2.10)
Q Q

for all smooth vector fields B which are tangential along 02, where n; = §§2 denotes the
measure-theoretic interface unit normal. One may pass to the limit on the right hand side
of the previous display provided |V |(2) — |V x|(£2). However, for standard approximation
schemes there is in general no reason why this should be true. For instance, hidden boundaries
may be generated within €2 in the limit. Furthermore, but now specific to the setting of a
bounded domain, nontrivial parts of the approximating interfaces may converge towards the

boundary 0f2.

The upshot is that one has to pass to an even weaker representation of the surface tension
force than (2.10). A popular workaround is based on the concept of (oriented) varifolds. In
the setting of the present work and in view of the preceding discussion, this in fact amounts to
consider the space of finite Radon measures on the product space QxS?~!. Indeed, introducing
the varifold lift Vj, := |Vx%|LQ ® (5, (2))ze One may equivalently express the right hand side
of (2.10) in terms of the functional B — — [5 o, i (Id—s® s) : VB dV;(z, s) which is now
stable with respect to weak* convergence in the space of finite Radon measures on QxS¢!.
Note also that by the choice of working in a varifold setting, one expects o [51d|V[gi-
instead of o [, 1d|Vx| as the interfacial energy contribution in (2.8), where the finite Radon
measure |V |sa-1 denotes the mass of the varifold V.

Motivated by the previous discussion, we give a full formulation of a varifold solution concept
to two-phase fluid flow with surface tension and constant ninety degree contact angle in
Definition 11 below. This definition is nothing else but the suitable analogue of the definition
by Abels [1], who provides for the full-space setting a global-in-time existence theory for such
varifold solutions with respect to rather general initial data. Unfortunately, in the bounded
domain case with non-zero interfacial surface tension, to the best of our knowledge a global-
in-time existence result for varifold solutions is missing. In particular, such a result is not
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contained in the work of Abels [1]. For this reason, we include in this work at least a sketch of
an existence proof. To this end, one may follow on one side the higher-level structure of the
argument given by Abels [1] for the full-space setting. On the other side, additional arguments
are of course necessary due to the specified boundary conditions for the geometry and the
fluids, respectively. These additional arguments are outlined in Section 2.8.

2.1.4 Weak-strong uniqueness for varifold solutions of two-phase
fluid flow

In case the two fluids occupy the full space RY, d € {2,3}, a weak-strong uniqueness result
for Abels’ [1] varifold solutions of the system (2.5)—(2.7) was recently established by Fischer
and the first author [45]. Given sufficiently regular initial data, it is shown that on the time
horizon of existence of the associated unique strong solution, any varifold solution in the sense
of Abels [1] starting from the same initial data has to coincide with this strong solution.

This result is achieved by extending a by now several decades old idea in the analysis of
classical PDE models from continuum mechanics to a previously not covered class of problems:
a relative entropy method for surface tension driven interface evolution. The gist of this
method can be described as follows. Based on a dissipated energy functional, one first tries to
build an error functional — the relative entropy — which penalizes the difference between two
solutions in a sufficiently strong sense. A minimum requirement is to ensure that the error
functional vanishes if and only if the two solutions coincide. In a second step, one proceeds by
computing the time evolution of this error functional. In a third step, one tries to identify all
the terms appearing in this computation as contributions which either are controlled by the
error functional itself or otherwise may be absorbed into a residual quadratic term represented
essentially by the difference of the dissipation energies. One finally concludes by an application
of Gronwall's lemma.

The novelty of the work [45] consists of an implementation of this strategy for the full-space
version of the energy functional (2.8). More precisely, the relative entropy as it was originally
constructed in the full-space setting in [45] essentially consists of two contributions. The first
aims for a penalization of the difference of the underlying geometries of the two solutions.
This in fact is performed at the level of the interfaces by introducing a tilt-excess type error
functional with respect to the two associated unit normal vector fields. To this end, the
construction of a suitable extension of the unit normal vector field of the interface of the
strong solution in the vicinity of its space-time trajectory is required. Furthermore, the length
of this vector field is required to decrease quadratically fast as one moves away from the
interface of the strong solution. The merit of this is that one also obtains a measure of the
interface error in terms of the distance between them.

Due to the inclusion of contact point dynamics in form of a constant ninety degree contact
angle, some additional ingredients are needed for the present work. We refer to Subsection 2.2.2
below for a detailed and mathematical account on the geometric part of the relative entropy
functional. There are however two notable additional difficulties in comparison to [45] which
are worth emphasizing already at this point. Both are related to the required extension £ of
the unit normal vector field associated with the evolving interface of the strong solution. The
first is concerned with the correct boundary condition for the extension £ along 0f2. Since
along the contact set the interface intersects the boundary of the domain orthogonally, it is
natural to enforce £ to be tangential along 9€). This indeed turns out to be the right condition
as it allows by an integration by parts to rewrite the interfacial part of the relative entropy as
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the sum of interfacial energy of the weak solution and a linear functional with respect to the
characteristic function y of the weak solution. This is crucial to even attempt computing the
time evolution.

The second difference concerns the actual construction of the extension £. In contrast to [45],
where only a finite number of sufficiently regular closed curves (d = 2) or closed surfaces
(d = 3) are allowed at the level of the strong solution, this results in a nontrivial and subtle
task in the context of the present work due to the necessarily singular geometry in contact
angle problems. The main difficulty roughly speaking is to provide a construction which on
one side respects the required boundary condition and on the other side is regular enough to
support the computations and estimates in the Gronwall-type argument. For a complete list
of the required conditions for the extension &, we refer to Definition 2 below.

We finally turn to a brief discussion of the second contribution in the total relative entropy
functional from [45]. In principle, this term on first sight should be nothing else than the relative
entropy analogue to the kinetic part of the energy of the system, thus controlling the squared
L2-distance between the fluid velocities of the two solutions. However, as recognized in [45]
a major problem arises for the two-phase fluid problem in the regime of different viscosities
ut # p: without performing a very careful (and in its implementation highly technical)
perturbation of this naive ansatz for the fluid velocity error, a Gronwall-type argument will not
be realizable; cf. for more details the discussion in [45, Subsection 3.4]. Since the main focus
of the present work lies on the inclusion of the ninety degree contact angle condition, we do
not delve into these issues and simply assume for the rest of this work that the viscosities
of the two fluids coincide: p := u™ = p~. We emphasize, however, that at least for the
construction of the extension £ and the verification of its properties we in fact do not rely on
this assumption.

2.2 Main results

2.2.1 Weak-strong uniqueness and stability of evolutions
The main result of this chapter reads as follows.

Theorem 1. Let d = 2, and let Q) C R? be a bounded domain with orientable and smooth
boundary. Let (x.,u,V) be a varifold solution to the incompressible Navier-Stokes equation
for two fluids in the sense of Definition 11 on a time interval [0,T,). Let (x,,v) be a
strong solution to the incompressible Navier—-Stokes equation for two fluids in the sense of
Definition 10 on a time interval [0,T;) where Ty < T,.

Then, for every T' € (0,Ty) there exists a constant C' = C(x,,v,T) > 0 such that the relative
entropy functional (2.29) and the bulk error functional (2.31) satisfy stability estimates of the
form

ElXu, t, VX, v)(8) < Ce¥(Elxu, 0, VIxe, v](0) + Brailxulx](0)),  (2.11)
Evo[XulX2](1) < Ce (E[Xm u, V|Xu, v](0) + Evol [Xu|Xv](0>) (2.12)
for almost every t € [0,T].

In particular, in case the initial data for the varifold solution and strong solution coincide, it
follows that

Xu( 1) = xu(5, 1),  u(-,t) =v(-1) a.e in§ forae tel0,Ty), (2.13)
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for a.e. t € [0,T5). (2.14)

V= (90000 © (3 gt ),

Before proceeding with a discussion on the proof of Theorem 1, we comment on its validity
in the regime of different shear viscosities u* # = of the two fluids (cf. also the detailed
discussion in [45, Subsection 3.4]). In this case, one would have to deal with an additional
term in the derivation of the Gronwall inequality (2.11) of the form

T/
—/ /(;ﬁ — 1) (Xu — X0)2(V¥u — V¥ ) - Vo da. (2.15)
o Ja

A major problem then results from the observation that, even for strong solutions, the normal
derivative of the tangential velocity is discontinuous across the associated interface in case
ut # p~. As a consequence, the term (2.15) is in fact only of linear order in our error
functionals which makes the derivation of a stability estimate as in (2.11) infeasible (cf. the
example given in [45, Subsection 3.4]).

The key idea for the weak-strong uniqueness result in the different viscosities regime in the full
space setting [45] was to adapt the kinetic energy contribution of the relative entropy: instead
of comparing u with v directly, one carefully constructs an auxiliary divergence free vector
field w and compares u with v + w. The two desired main properties of w are as follows.
First, the L2 norm of w shall be controlled by the interfacial error contribution of the relative
entropy, so that the adapted relative entropy does not lose coercivity with respect to the error
in the velocity fields. Second, Vw should be designed such that it essentially compensates the
linear order error term (2.15). The main idea for the latter is to adapt Vv through Vw to the
different location of the interface of the varifold solution.

Of course, also in our bounded domain setting with constant 90° degree contact angle and pure
slip condition, this additional adaptation of the relative entropy is needed to conclude about the
validity of Theorem 1 in case of different viscosities for the two fluids. In principle, we expect
this to be possible in the setting of the present work. However, adapting the construction of
the compensating vector field w from [45] in the vicinity of the domain boundary (in order to
satisfy required boundary conditions) together with then verifying all of its desired properties
may certainly require a substantial amount of technical work (e.g., due to the singular nature
of the geometry at the contact set). For this reason, we omit the rigorous study of the different
viscosities regime in this work and we leave it as a possible further development of our result.
Finally, as for the validity of Theorem 1 for non-Newtonian fluids, we mention that this is an
open problem in both the full space setting and the setting of the present work.

Returning to the regime of same viscosities u™ = u~, we explain throughout the next two
subsections the key ideas underlying the proof of Theorem 1.

2.2.2 Quantitative stability by a relative entropy approach

Following the general strategy of [45], our weak-strong uniqueness result essentially relies on
two ingredients: i) the construction of a suitable extension £ of the unit normal vector field
of the interface of a strong solution, and ii) based on this extension, the introduction of a
suitably defined error functional penalizing the interface error between a varifold and a strong
solution in a sufficiently strong sense. In comparison to [45], the extension of the unit normal
has to be carefully constructed in the sense that the vector field & is required to be tangent to
the domain boundary 02 (which is the natural boundary condition in case of a 90° contact
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angle). Due to the singular nature of the geometry at the contact set, this is a nontrivial task.
The precise conditions on the extension £ are summarized as follows.

Definition 2 (Boundary adapted extension of the interface unit normal). Let d € {2,3}, and
let 0 C R? be a bounded domain with orientable and smooth boundary. Let T € (0,c) be
a finite time horizon. Let (x,,v) be a strong solution to the incompressible Navier-Stokes
equation for two fluids in the sense of Definition 10 on the time interval [0,T].

In this setting, we call a vector field £: Q x [0,T] — R% a boundary adapted extension of n;,
for two-phase fluid flow (x,,v) with 90° contact angle if the following conditions are satisfied:

= In terms of regularity, it holds & € (C,?Cﬁ N CgC’g) (Qx [0, 7]\ (L, N (99210, T])))

= The vector field £ extends the unit normal vector field n;, (pointing inside €} ) of the
interface I, subject to the conditions

€] < max {0, 1-C dist*(-, 1) } in Q x [0, 7], (2.16a)
f *Non — 0 on 0f) x [O, T], (216b)
V- ¢&=—-Hyp, on I, (2.16c¢)

for some C' > 0. Here, H;, denotes the scalar mean curvature of the interface I, (oriented
with respect to the normal ny, ).

= The fluid velocity approximately transports the vector field & in form of

O+ (v-V)E+ (Id—€E®E)(Vo)Te = O(dist(, I,) A1) inQx[0,T], (2.16d)
HEP + (v-V)E? = O(dist? (-, I,) A1) inQx[0,T]. (2.16e)

Let us comment on the motivation behind this definition. Given a vector field £ with respect to
a fixed strong solution (., v) as in the previous definition, we may introduce for any varifold
solution (., u, V') and for all ¢ € [0,T] a functional

Eh, Vvl () ::0/91d|vt|gd1 _a/l V() ey ape, (2.17)

20 VXa(51)]

where I,,(t) := supp|Vx.(-, )| N §2 denotes the interface associated to the varifold solution.
The functional E]x., V|x.] is a measure for the interfacial error between the two solutions
for the following reasons. First of all, it is a consequence of the definition of a varifold
solution, cf. the compatibility condition (2.42), that for almost every ¢t € [0,7] it holds
IVxu (e, 6) L < |Vi]ga-1.82 in the sense of measures on 2. In particular, it follows that the
functional E[x., V|x.] controls its “BV-analogue”

0 < Elxulx](t) := 0/ 1 V(s t)

" — m (-, 1) AR < Elxu, Vxo](t). (2.18)

Introducing the Radon—Nikodym derivative 6, := %, one can be even more precise in
tlgd—1L
the sense that
Elxu, Vx| (t) = a/ 1d|Vy|ga-—1 + a/ 1 — 0, d|Vi|sa—1 + Elxulxo](t). (2.19)
o0 Q
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2. STABILITY OF TWO-PHASE FLUID FLOW WITH NINETY DEGREE CONTACT ANGLE

This representation of the functional E[x.,V|x,] as well as the length constraint (2.16a) for
the vector field £ lead to the following two observations. First, the functional E|x., V|x.]
controls the mass of hidden boundaries and higher multiplicity interfaces (i.e., where 6, € [0, 1))
in the sense of

O’/ 1d|Vi|ga—1 + O'/ 1 — 0, d|Vi|sa—1 < Exu, Vxo](1). (2.20)
09 Q
Second, because of (2.16a) it measures the interface error in the sense that
/ 1] V(1) 52
0' —_— —mm— e -
1. 2|1 Vxu(5 )]

O'/I o min{l, C’dist2(-,]v(t))} dH < Elxulxo](t). (2.22)

dH < Elxulxo](t), (2.21)

On a different note, the compatibility condition (2.42) satisfied by a varifold solution together
with the boundary condition (2.16b) also allows to represent the error functional E[xu, V|x4]
in the alternative form

Bl Vholt) =0 [ 1-s-can, (223)
OQxsd-1
which then entails as a consequence of (2.16a)
o [ Sl av< B Vi), (224)
QxSd-1
7 [ wmin {1, dist*( L)} dVilss+ < Bl VIa](0) (2.25)
0

Finally, let us quickly discuss what is implied by E[x,, V|x.](t) = 0. We claim that (2.14) and
I,(t) C I,(t) up to H% -negligible sets have to be satisfied. Indeed, the latter follows directly
from (2.18) and (2.22). The former is best seen when representing the varifold V. (QxS%1)
by its disintegration (|V;|gi-1.82) ® (V4t)zeq- Then, it follows on one side from (2.20) that
|Vi|sa-1.0Q = 0 and |Vi]ga-1.Q = [V xu(, )||_Q as measures on 0f) and (2, respectively, and
then on the other side that v,; = 0 Dty 2 Tor IVxu(:,t)]-a.e. = € Q due to

VXl

_ Vxu(+, t) , Q) —
_/g;/gd—ll ’vXu ’t)|< )d mt( )d(|vX“(7t)’ Q)( ) 0,

where for the last equality we simply plugged in the compatibility condition (2.42) and again
|Vi|sa-10.02 = 0 as well as |Vi|ga-10Q = |Vxu (-, 1)L

/ / 1‘ M(@ Aea(5) AV X ( 1)) ()
0 Jsi1 2 t)|

(-

¢

Apart from these coercivity conditions, it is equally important to be able to estimate the
time evolution of the error functional E|[x,, V|x.]. The main observation in this regard is
that the functional can be rewritten as a perturbation of the interface energy E|x., V](t) :=
0 [51d|Vi|si-1 which is linear in the dependence on the indicator function x,. Indeed, thanks
to the boundary condition (2.16b) for the extension &, a simple integration by parts readily
reveals

Bl VIl () = Bl VI(E) +0 / OO (1) d (2.26)

Q
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This structure is in fact the very reason why we call E[x., V|x,] a relative entropy. Computing
the time evolution of E|x.|x,] then only requires to exploit the dissipation of energy and using
V - £ as a test function in the evolution equation of the phase indicator Y, of the varifold
solution. The latter in turn requires knowledge on the time evolution of £ itself, which is
encoded in terms of the fluid velocity v through the equations (2.16d) and (2.16e). The
condition (2.16¢) is natural in view of the interpretation of { as an extension of the unit
normal n;, away from the interface I,,.

Even though all of this may already be quite promising, there is one small caveat: obviously,
one can not deduce from E|x., V|x,] = 0 that x, = x» (e.8., X« representing an empty phase
is consistent with having vanishing relative entropy). This lack of coercivity in the regime of
vanishing interface measure motivates to introduce a second error functional which directly
controls the deviation of x, from x,. The main input to such a functional is captured in the
following definition.

Definition 3 (Transported weight). Let d € {2,3}, and let Q@ C R? be a bounded domain
with orientable and smooth boundary. Let T € (0,00) be a finite time horizon, consider a
solenoidal vector field v € L*([0, T]; H'(Q;RY)) with (v - noq)|aa = 0, and let (X} (t))ieqo. ]
be a family of sets of finite perimeter in ). Denote by I,,(t), t € [0,T], the reduced boundary
of QF(t) in Q. Writing x.,(+,t) for the indicator function associated to Q2 (t), assume that
Oyxv = —V - (xuv) in a weak sense.

In this setting, we call a map ¥: Q x [0,T] — [—1,1] a transported weight with respect to
(xv, ) if the following conditions are satisfied:

= (Regularity) It holds ¥ € W, (€ x [0,T)).

= (Coercivity) Throughout the essential interior of Q2 (relative to ) it holds ¥ < 0,
throughout the essential exterior of Q) (relative to 2) it holds ¥ > 0, and along I, U 0
we have ¥ = 0. There also exists C' > 0 such that

dist (-, 0Q) Adist(+, I,) A1 < C9| in Q x [0,T]. (2.27)
= (Transport equation) There exists C' > 0 such that
|0y + (v- V)| < C|Y| inQx][0,T]. (2.28)

The merit of the previous two definitions is now the following result. It reduces the proof of
Theorem 1 to the existence of a boundary adapted extension & of the interface unit normal
and a transported weight 9 with respect to a strong solution (x,,v), respectively.

Proposition 4 (Conditional weak-strong uniqueness principle). Let d € {2,3}, and let Q) C R?
be a bounded domain with orientable and smooth boundary. Let (x,,u,V) be a varifold
solution to the incompressible Navier-Stokes equation for two fluids in the sense of Definition 11
on a time interval [0,T]. Consider in addition a strong solution (x,,v) to the incompressible
Navier-Stokes equation for two fluids in the sense of Definition 10 on a time interval [0, T].

Assume there exists a boundary adapted extension £ of the unit normal n;, as well as a
transported weight ¥ with respect to (., v) in the sense of Definition 2 and Definition 3,
respectively. Then the stability estimates (2.11) and (2.12) for the relative entropy func-
tional (2.29) and the bulk error functional (2.31) are satisfied, respectively. Moreover, if the
initial data of the varifold solution and the strong solution coincide, we may conclude that

Xu( 1) = x0 (5, 1), u(-,t) =0(,1) a.e. in ) fora.e. t €0,7],
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= (|Vxu(-, 1)) ® (5 Txult) ))xeﬂ for a.e. t € [0,T].

[Vxu(-5t)]

A proof of this conditional weak-strong uniqueness principle is presented in Subsection 2.3.3
below. We emphasize again that it is valid for d € {2,3}. The key ingredient to the stability
estimate (2.11) is the following relative entropy inequality. We refer to Subsection 2.3.1 for a
proof.

Proposition 5 (Relative entropy inequality in case of a 90° contact angle). Let d € {2, 3},
and let Q C R? be a smooth and bounded domain. Let (x,,u,V) be a varifold solution to
the incompressible Navier—Stokes equation for two fluids in the sense of Definition 11 on a

time interval [0,T]. In particular, let 6 be the density 0, := W as defined in (2.43).

Furthermore, let (x,,v) be a strong solution in the sense of Definition 10 on the same time
interval [0, T, and assume there exists a boundary adapted extension & of the interface unit
normal ny, with respect to (x,,v) as in Definition 2.

Then, the total relative entropy defined by (recall the definition (2.17) of the interface
contribution E[xy, VX))

1

Elxw u, Vxw, v](1) r=/sz(xu(-,t))IU(wt)—v(',t)lzderE[xu,Vva}(t) (2.29)

satisfies the relative entropy inequality

T/
EXu,u, VX0, ](T") + / / g\V(u — )+ V(u—v)"[Pdrdt
0o Ja

S E[Xua Uu, V|XU7 U](O) + Rdt + Radv + RsurT6n7 (230)
for almost every T' € [0, T, where we made use of the abbreviations (denote by n, := |§§Z\

the measure-theoretic unit normal)

Ry = — / / (P(x) — p0x))(tt — ) - vz,

o =~ | ) [ 6000 = pl ) =) - (0 Dy dads
- / ) / p(x) (= v) - (u—v) - V)vdadt,

as well as

T
surTen = U/
0

T/
- /
0

Tl
- /
0

T
+o /
0

!

=& ((s = &) - V)vdVi(z,s) dt

xSd- 1

+

1 — 025 (f : V)U d|‘/t|gd71 dt

+

£+ (€ V)vd|VyJge dt
Q

(Xu = xo)((u =) - V)(V - §) dz dt

!

p\q\p\m\
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’

T

o / / @+ (0-V)E+ (Id—€ © €)(Vo)T€) d|V xa| di
0 Q
Tl

0/0 /Q E)NERE:Vu)d|Vx,|dt

r 1
—o [ [ (a31€R + - IgkE) vl
—i—J/OT//Q(l—nu-g)(v-v)dwxu]dt.

The stability estimate (2.12) for the bulk error functional is in turn based on the following
auxiliary result; see Subsection 2.3.2 for a proof.

Lemma 6 (Time evolution of the bulk error). Let d € {2,3}, and let 2 C R¢ be a smooth
and bounded domain. Let T € (0,00) be a finite time horizon, and let (x,,v) be as in
Definition 3 of a transported weight. Let (., u, V') be a varifold solution to the incompressible
Navier-Stokes equation for two fluids in the sense of Definition 11 on [0,T]. Assume there
exists a transported weight 9 with respect to (., v) in the sense of Definition 3, and define
the bulk error functional

Evalxalo)(t / X 8) = X DI[9(, 1)] (231)

Then the following identity holds true for almost every T" € [0, T

T/
Evol[Xu’XvKT/) = vol Xu’Xu / / 8t19 + (U V)ﬁ) dx dt (232)

/T// ((w=v)V)ddzdt

2.2.3 Existence of boundary adapted extensions of the interface
unit normal and transported weights in planar case

To upgrade the conditional weak-strong uniqueness principle of Proposition 4 to the statement
of Theorem 1, it remains to construct a boundary adapted extension £ of n;, and a transported
weight v associated to a given strong solution (x,,v). In the context of the present work, we
perform this task for simplicity in the planar regime d = 2. However, it is expected that the
principles of the construction carry over to the case d = 3 involving contact lines.

Proposition 7. Let d = 2, and let Q) C R? be a bounded domain with orientable and smooth
boundary. Let (x,,v) be a strong solution to the incompressible Navier-Stokes equation for
two fluids in the sense of Definition 10 on a time interval [0, T]|. Then there exists a boundary
adapted extension £ of ny, w.r.t. (x,,v) in the sense of Definition 2.

A proof of this result is presented in Subsection 2.6.2 below. One major step in the proof
consists of reducing the global construction to certain local constructions being supported in
the bulk €2 or in the vicinity of contact points along 02, respectively. The main ingredients
for this reduction argument are provided in Subsection 2.6.1. The construction of suitable
local vector fields subject to conditions as in Definition 2 is in turn relegated to Section 2.4
(bulk construction) and Section 2.5 (construction near contact points). We finally provide the
construction of a transported weight in Section 2.7.
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Lemma 8. Let d = 2, and let Q) C R? be a bounded domain with orientable and smooth
boundary. Let (x,,v) be a strong solution to the incompressible Navier—Stokes equation
for two fluids in the sense of Definition 10 on a time interval [0,T]. Then there exists a
transported weight 9 w.r.t. (x,,v) in the sense of Definition 3.

2.2.4 Definition of varifold and strong solutions

In this subsection, we present definitions of strong and varifold solutions for the free-boundary
problem of the evolution of two immiscible, incompressible, viscous fluids separated by a sharp
interface with surface tension inside a bounded domain Q C R%, d € {2, 3}, with smooth and
orientable boundary. Recall in this context that we restrict ourselves to the case of a 90°
contact angle between the interface and the boundary of the domain €2. In order to define
a notion of strong solutions, we first introduce the notion of a smoothly evolving domain
within €.

Definition 9 (Smoothly evolving domains and smoothly evolving interfaces with 90° contact
angle). Let d € {2,3}, and let Q C R be a bounded domain with orientable and smooth
boundary. Let T € (0,00) be a finite time horizon. Consider an open subset Q)f C ) subject
to the following regularity conditions:

= Denoting by I the closure Q‘aQBL NQ in Q, we require Iy to be a (d—1)-dimensional
uniform C2 submanifold of Q with or without boundary. Moreover, I, is compact and
consists of finitely many connected components.

= [nterior points of I, are contained in (), whereas boundary points of Iy are contained in
0. In particular, Iy N OS2 is a (d—2)-dimensional uniform C2 submanifold of O52.

= Whenever I intersects with 0, it does so by forming an angle of 90°.
Now, consider a set " = Uyejo) S0 (t) x{t} represented in terms of open subsets )™ (t) C €
for all t € [0,T]. Denote by I(t) the closure of QT (t) N QY in Q, t € [0,T]. We call QF

a smoothly evolving domain in €2, and I = Uycjo 1) [(t)x{t} a smoothly evolving interface

with 90° contact angle, if there exists a flow map ¢: Q x [0,T] — Q such that the following
requirements are satisfied:

= (-,0) =1d. For anyt € [0,T], the map v; := (-, t): Q — Q is a C? diffeomorphism
SUCh that ¢t(Q) = Q, @Z)t(aQ) = 89 and Supt€[07T] ||77Z)t||WS,00(§) < 0.

= Forallt €[0,T), it holds Q" (t) = :(Qd) and I(t) = 1, (Ip).
= Opp € C([0,T];CH(Q)) such that supyeior) 100 ()]l yyaee @y < 00
= Whenever 1(t), t € [0,T], intersects OS) it does so by forming an angle of 90°.
With the geometric setup in place, we can proceed with our notion of strong solutions to

two-phase Navier—Stokes flow with 90° contact angle.

Definition 10 (Strong solution). Let d € {2,3}, and let Q C R¢ be a bounded domain
with orientable and smooth boundary. Let a surface tension constant o > 0, the densities
and shear viscosity of the two fluids p*,u > 0, and a finite time T, > 0 be given. Let
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Xo denote the indicator function of an open subset Qf C € subject to the conditions of
Definition 9. Denoting the associated initial interface by 1,(0), let a solenoidal initial velocity
profile vo € L?($2;RY) be given such that it holds vy € C*(Q2\ I,,(0)). (Of course, additional
compatibility conditions in terms of an initial pressure py have to be satisfied by vy to allow
for the below required regularity of the solution.)

A pair (x.,v) consisting of a velocity field v: Q x [0,T,) — R¢ and an indicator function
Yo:  x [0,T,) — {0,1} is called a strong solution to the free boundary problem for the
Navier-Stokes equation for two fluids with 90° contact angle and initial data (xo,vo) if for all
T € (0,Ty) it is a strong solution on [0, T in the following sense:

= [t holds
v e Whe([0, T]; Wh=(Q; RY),
Vo e LY([0, T]; BV(Q; R*9)),
Xo € L=([0, T]; BV(€; {0,1})).

= Define Q7 (t) := {x € Q: x(w,t) = 1}. Then, QF = Uyejo.r) 2f (1) x{t} is a smoothly
evolving domain in ) in the sense of Definition 9 with 0} (0) = Q+ Denoting by I,(t) the
closure of 9Q} (t) NQ in Q for all t € [0,T), the set I, = Usejo ) Lo(t) x{t} is a smoothly
evolving interface with 90° contact angle in the sense of Def/n/t/on 9. In particular, for
every t € [0, T] and every contact point ¢(t) € I,(t) N OS2

naa(c(t)) - ny, (c(t),t) = 0. (2.33)

Moreover, for every t € [0,T] and every c(t) € L,(t) N 02 the following higher-order
compatibility condition is required to hold:

~((noe - V)(n, - v)) (e(t),t) = Haalc(t))(n, - v)(c(t), 1), (2.34)

where Hpq denotes the scalar mean curvature of OS2 (with respect to the inward pointing
unit normal naq ).

= The velocity field v has vanishing divergence V - v = 0, and it satisfies the boundary
conditions

v(-,t) - nga =0 along 092, (2.35)
(nag (Vo + Vol (-, t)B) =0 along 0% (2.36)

for all t € [0,T] and all tangential vector fields B along 0S). Moreover, the equation for
the momentum balance

/ (te(. TV, T) - (T da — / p(x0))v0 - (-, 0) da

T’ T/
/ / p(xp)v - O dadt +/ / p(xu)v @ v : Vndaedt (2.37)
T’ T’
—/ /u(Vu+VUT):Vndxdt+U/ / H;, -ndSdt
0o Ja 0 JI()

holds true for almost every T' € [0,T] and every n € C=(Q x [0,T];R?Y) such that
V-n =0 as well as (- nga)lesa = 0. Here, Hy,(-,t) denotes the mean curvature
vector of the interface I,(t). For the sake of brevity, we have used the abbreviation

p(x) == ptx+p (1-x).
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= The indicator function x, is transported by the fluid velocity v in form of

/Q Yol T, T) s — / Yo (-, 0) dz = / ) / Yoo+ (v V)g) dudt  (238)

for almost every T" € [0,T] and all o € C>=(Q x [0,T)).

« It holds v € CICO(Qx[0,T] \ I,) N CO°C2(Qx[0, T \ L,).

Short-time existence of strong solutions in the precise sense of the previous definition may
in principle be established based on the results of Wilke [127] resp. Watanabe [125], which
in turn are based on a maximal LP-L} resp. Li-L} regularity approach (cf. [113], [104] and
[112] for further maximal L2-L} regularity results in the context of two-phase Navier—Stokes
flow with surface tension). In these works, the evolving interface is represented in terms of
the graph of a time-dependent height function over the initial interface, whereas the evolving
phase of one of the fluids is represented in terms of the associated Hanzawa transform.

However, it has to be said that the results of [127] and [125] are not immediately sufficient to
guarantee the required higher regularity of the interface and the fluid velocity from Definition 10
(in particular, the regularity up to time ¢t = 0). One may expect that this higher regularity
can be derived along the lines of [45, Remark 7, Remark 36, and Remark 37], where for our
purposes next to the higher regularity of the fluid velocity from each side of the evolving
interface one also has to provide similar arguments near the domain boundary. Needless to say,
one has to be particularly careful in the vicinity of contact points or contact lines, for which
our mathematically idealized setting of pure slip and constant ninety degree contact angle
may prove beneficial (cf. the discussion in [107] or [50]). In summary, a detailed proof of the
required higher regularity is certainly worth a paper on its own and thus out of the scope of
this article.

We conclude the discussion on strong solutions with a series of remarks. First, by standard
arguments one may deduce from (2.38), the solenoidality of v, and the boundary condition (v -
naa)|oa = 0 that V;, = v - ny, holds true along the interface I, for the normal speed V7, of I,
(oriented with respect to n,). Second, as a consequence of the contact point condition (2.33)
it holds for all t € [0, T})

/ HIU : UdS = —/ (Id—n[v(-,t) ®n1v(-,t)> . VndS
I (1) I, (¢)

for all test fields n € C*°(Q; R?) subject to V-7 = 0 and (- nga)|sq = 0. Third, note that
Definition 10 implies that all pairs of two distinct contact points at the initial time remain distinct
at all later times within a finite time horizon. This in fact is a consequence of the regularity of
the velocity field and the evolving interface. Indeed, denoting by ¢ +— ¢(t) € I,(t) N OS2 resp.
t — ¢(t) € 1,(t) N OS2 the trajectories of two distinct contact points, we may estimate the

time evolution of their squared distance «(t) := 3|c(t)—2&(t)[* by means of

jtoc(t) = (c(t)=e()) - (v(c(t), )=v(@(t), 1)) > =2[| Vo] 1z a(t).

Using Gronwall's Lemma, we can conclude that a(t) > a(0) exp(—2||Vv||rx t).

Fourth, we remark that it actually suffices to require the compatibility conditions (2.33)
and (2.34) at the initial time ¢t = 0 only. For later times ¢t € (0,7, they are in fact
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consequences of the regularity of a strong solution, which can be seen as follows. For the sake
fo simplicity, consider the case d = 2. By means of the chain rule, the fact that v - ngg =0
along 0f2, and the formulas for Vngq and V7yq from Lemma 19, we may rewrite the boundary
condition (u(Vv + Vo) : ngg ® 7o) = 0 along 99 as

Haq(v - To0) + (nga - V)(v - 190) =0 along 09,

which holds in particular at a contact point ¢(¢) for any ¢ € [0,T]. Then, since the quantities
|Toq - T1,| = |ng, - noal, |Taa — ni,| . |naq + 71,| evaluated at a contact point can all be
bounded from above by /T —ny, - T9q, we may compute by adding zeros (see also the
formulas for Vngg and V7sq as well as the expressions for Sy (c(t)) and Ly, (c(t),t) from
Lemma 19 and Lemma 20, respectively)

(ij[l —nyg,(c(t),t) - Taa(c(t))]

=~ ((0n. o) (30 D)0+ 7a0) + (11, D)0 1)

_ _((mv naa) (Vv : (Tag — n1,) @ naq + Vv i ny, @ (noq + 71,)
— Hy (v-11,) (a0 - TIU))) ’(C(tm

< OVl 1z, [1 = ng, (e(), 1) - man(c(t))]

for some C' > 0 and any ¢ € [0,7]. From an application of a Gronwall-type argument and
the validity of the contact angle condition (2.33) at the initial time ¢ = 0, we may conclude
that (2.33) is indeed satisfied for any ¢ € [0, 7. The compatibility condition (2.34) in turn
follows from differentiating in time the angle condition (2.33) along a smooth trajectory
t— c(t) € 1,(t) N 0N of a contact point, see for details the proof of Lemma 20.

We proceed with the notion of a varifold solution.

Definition 11 (Varifold solution in case of 90° contact angle condition). Let a surface
tension constant o > 0, the densities and shear viscosity of the two fluids p*,pu > 0, a
finite time T,, > 0, a solenoidal initial velocity profile ug € LZ(Q;Rd), and an indicator
function xo € BV(Q2) be given.

A triple (xu,u, V') consisting of a velocity field u, an indicator function x.,, and an oriented
varifold V' with

we L*([0,T,); H (2 RY)) N L2([0, T,]; L*(; R7)),
Xu € L([0,T,,]; BV(€2;{0,1})),
Ve L2([0,T,]; M(02 x Sd’l)),

is called a varifold solution to the free boundary problem for the Navier-Stokes equation for two
fluids with 90° contact angle and initial data (xo, wg) if the following conditions are satisfied:

= The velocity field uw has vanishing divergence V - u = 0, its trace a vanishing normal
component on the boundary of the domain (u - ngq)|sq = 0, and the equation for the
momentum balance

/mm@ﬂmuTmeWM—/mmmmmumm
Q

Q
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T T
:/ / p(Xu)u - Opn da dt —|—/ /,O(Xu)u ®@u: Vndedt (2.39)
0o Jo 0o Jo
T
— / /M(Vu +Vu') : Vndadt
0o Ja

T
—0/ / (Id—s®s) : VndVi(x,s)dt
0 JQOxsd-1

is satisfied for almost every T' € [0,T,) and for every test vector field n subject to
ne C([0,T,); C* (G RY) N Npsy WHP(4RY)), V -1y = 0 as well as (1) - nog)|aq = 0.
We again made use of the abbreviation p(x) := pTx + p~(1 — x).

= The indicator x, satisfies the weak formulation of the transport equation

/Q Yals T, T) da — / Yol 0) dz = / / NolOupt (- V)g)dzdi  (2.40)

for almost every T' € [0,T,,) and all p € C=(Q x [0,T,)).

= The energy dissipation inequality

1 B T
[ 500t D)l D do s oVilsan @) + [ [ BivusvuT Pz
Q 0 Q

1
< [ 5Pl de + oVl ) (241)
is satisfied for almost every T € [0,T,,).

= The phase boundary 0*{x.(-,t) = 0} N and the varifold V; satisfy the compatibility
condition

/Q Sd_lw($)~sd%(%s) :/Qw<x>~ AV xu(,1) (2.42)

for almost every t € [0,T,) and every smooth function 1) € C*(Q;R?) such that
(1 - noa)laa = 0.

Finally, if (x., V') satisfy (2.14) we call the pair (x4, u) a BV solution to the free boundary
problem for the Navier-Stokes equation for two fluids with 90° contact angle and initial data

(X0, u0)-

We conclude with a remark concerning the notion of varifold solutions. Denote by V; €
M(Q x S91) the non-negative measure representing at time ¢ € [0, T;,) the varifold associated
to a varifold solution (x,,u, V). The compatibility condition (2.42) entails that |V, (-, ).
is absolutely continuous with respect to |Vi|sa—112; in fact, |Vxu (-, 1)|L < |[Vi]|sa—1.82 in the
sense of measures on 2. Hence, we may define the Radon—Nikodym derivative
0 d|Vxu (-, 1)L
T dVi|se-r 0
which is a (|V;|ga-182)-measurable function with |0;| < 1 valid (|V;|sa-1.$2)-almost everywhere

in . In other words, the quantity e—lt represents the multiplicity of the varifold (in the interior).
With this notation in place, it then holds

/ F(2) IV va( 0)](x) = / 0,(2) () d|Vi|sis () (2.44)
Q Q

for every f € L'(Q,|Vxu(-,t)|) and almost every t € [0,T,,).

(2.43)
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2.2.5 Summary of strategy

To summarize, the proof of our weak-strong uniqueness result (Theorem 1) is divided into
two parts. The first part is concerned with the derivation of Gronwall stability estimates (cf.
Proposition 4, Proposition 5 and Lemma 6) of the form

d
&E[Xuvuv V‘vav] < C(E[quv V‘vav] + Evol[Xu‘Xv]);
d

&Evol[xulxv] < O(E[Xm u, V‘Xva U] + Evol[Xu|Xv])a

where Elxu, u, V|xu, v] and Eyq[xu|Xx»] are two suitably constructed error functionals be-
tween a varifold (cf. Definition 11) and a strong solution (cf. Definition 10). The func-
tional E[x.,u, V|Xy,v] has the form of a relative entropy and penalizes, amongst other things,
the error in the two velocity fields (cf. (2.29)) and the error in the locations of the two interfaces
(cf. (2.18)—(2.25)). The other functional Eyo[xu|Xo] in turn directly controls the difference
between the phase indicator functions of the respective first fluids of the two solutions (cf.
(2.31)). These coercivity properties are not only sufficient to establish the above Gronwall
estimates, but also that the two solutions have to coincide if both error functionals are zero.

The argument in the first part of the proof is conditional in the sense that both error
functionals rely on suitable inputs which have to be constructed from the strong solution. More
precisely, the interfacial part of the relative entropy E[xu,u, V|x.,v] is defined in terms of a
suitable extension & of the interface unit normal ny, of the strong solution (cf. Definition 2),
whereas E\q1[xu|X0] is defined based on a suitable weight ¢ essentially representing a truncated
signed distance function with respect to the phase of the first fluid of the strong solution (cf.
Definition 3). Once these two inputs are rigorously constructed, one may infer our main result
Theorem 1 from the corresponding conditional one of Proposition 4.

The second part of the proof therefore takes care of establishing the existence of such £ and ¥
for strong solutions (cf. Proposition 7 and Lemma 8). In the following, we provide some
comments on the construction of the former (which is the more challenging task). Away from
the domain boundary, and therefore in particular away from contact points, one may simply
follow the ansatz from [45] which is

E(x,t) :=ny, (sdist(x, L,(t)))ng, (Pr,(z,t),t), (2.45)

where 75, is a quadratic cutoff localizing to the width of a regular tubular neighborhood of
the interface I,(t), sdist(-, [,(t)) denotes the signed distance to 1,(t), and Py, (-,t) represents
the nearest point projection onto 1,(t).

Near contact points 01,(t), the above ansatz (2.45) requires a careful adaptation because one
of the main requirements for £ is to be tangential along the domain boundary: (£-nsq)|sq = 0.
To achieve this, it is first easiest to think about fixing the values of ¢ along either the
interface I, or the domain boundary 0):

5(1’, t) = ﬁalv(t)(f% t)gh (.T, t)> glv (l’, t) =nr, (.T, t) along [v(t)>

g(l’,t) = n@fu(t)(x7t>£ag(x7t)7 gaﬂ(x7t> = TBQ(Z';LL) along an
where 757, 1) is a quadratic cutoff localizing to a neighborhood of the contact points 01, (%),
and where 7sq(+,t) is a tangent vector field along 0f) extending locally for each contact

point ¢ € 01,(t) the normal ny,(c,t). Due to the 90° degree contact angle condition, this is
indeed meaningful and guarantees continuity of ¢ along 1,(t) U 0f).

39
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Now, in order to define & in a full neighborhood of the contact points 01, (t), the basic idea is
to interpolate between the two auxiliary fields £7v and ¢ ??. However, some care has to be
taken here due to the required regularity of £. This is the reason why we employ an expansion
ansatz for both £ 7o and €9 of the structure

~ 1
¢ i=mng, + oy, sdist(-, 1)1, — iai sdist?(-, I,)nr, ,

- 1
589 = Toq + Qon SdiSt(', 0Q)nag — 50&%9 SdiStQ(', 8(2)739,

where the normal-tangent frames (n;,,77,) and (ngq, 79q) as well as the coefficients «;,
and «apq are extended constantly in the respective normal directions. The point then is to
choose the coefficients in a suitable way such that VE&7v and V&9 agree at contact points.
With this in place, one may then interpolate between the two constructions so that the resulting
vector field £ satisfies the required regularity. The second-order terms in the above expansions
are only needed for a length correction of the first-order perturbations. We finally remark
that controlling the time evolution of the interpolation construction requires the higher-order
compatibility condition at contact points following from differentiating in time the 90° contact
angle condition.

With the constructions of suitable candidates for £ in place, one technical problem remains.
Namely, the domains of definition for the above two outlined constructions away and near
contact points overlap. The solution for this technicality consists of carefully designing the
quadratic cutoff functions n;, and 7y, so that they form on one hand a partition of unity
along the interface of the strong solution, and that they on the other hand get transported
along the fluid flow. Once this is established, the construction of ¢ is finished.

In terms of organization, the remaining parts of the chapter are structured as follows. The
first part of the proof as outlined above is conducted in Section 2.3. The construction of the
vector field &, which is the main step of the second part of the proof, is distributed across
Section 2.4 (construction away from contact points), Section 2.5 (construction near contact
points) and Section 2.6 (global construction by partition of unity). We conclude the paper
with the construction of the weight ¢ in Section 2.7.

2.2.6 Notation

Throughout the present work, we employ the notational conventions of [45]. A notable addition
is the following convention. If D C R? is an open subset and I' C D a closed subset of
Hausdorff-dimension k € {0,...,d—1}, we write C*(D \ T') for all maps f: D — R which
are k-times continuously differentiable throughout D \ T" such that the function together
with all its derivatives stays bounded throughout D \ I". Analogously, one defines the space
CFCM(D\T) for D = Uyeor D(t) x {t} and T = Uyeor T(£) x {t}, where (D(t))eepo.r) is
a family of open subsets of R* and (I'(¢))¢cjo,r) is a family of closed subsets I'(t) C D(t) of
constant Hausdorff-dimension & € {0,...,d—1}.

2.3 Proof of main results

2.3.1 Relative entropy inequality: Proof of Proposition 5

The general structure of the proof is in parts similar to the proof of [45, Proposition 10]. In
what follows, we thus mainly focus on how to exploit the boundary conditions for the velocity
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fields (u,v) and a boundary adapted extension ¢ of the strong interface unit normal in these
computations.

Step 1: Since p(x,) is an affine function of x,, it consequently satisfies

/Q (o Tl T) d — / (0O (-,0) da = / / p(x) (Bup + (v V)p) d dt (2.46)

Q

for almost every 7" € [0,7] and all ¢ € C~(€2 x [0,T]). By the regularity of v and an
approximation argument, we may test this equation with v -7 for any € C>(Q2 x [0, T|; RY),
yielding

/Q o6 TYo( ) (- T e — / p(OC)0(-,0) - (-, 0) dz

Q

= /0 /QP(XU>(U ~Om+mn-Ow)drdt (2.47)

+/U /Qp(xv)(n.(U.V)v—i—v-(v-V)n)dxdt

for almost every 7" € [0,T]. Next, we subtract from (2.47) the equation for the momentum
balance (2.37) of the strong solution. It follows that the velocity field v of the strong solution
satisfies

O:/OT//Q,O(Xv)n~8tvdxdt—|—/0T//Qp(Xv)77-(U-V)vdxdt (2.48)

T T’
+/ /,LL(VU+VUT):Vnd:cdt—a/ / H;, -ndSdt
0 Q 0 I (t)

for almost every 7" € [0,7T] and every test vector field n € C*°(Q x [0, T]; R?) such that
V-n=0and (n-nsa)|ag = 0. For any such test vector field 7, note that by means of (2.16¢),
the incompressibility of 7 as well as (7 - ngq)|sq = 0, we may rewrite

T’ T’
—0’/ / H[U-ndet:U/ / (V-&n-ng,dSdt
0 Iy (t) 0 I, (t)

=—0 /OT//QXU(n -V)(V - &) dedt. (2.49)

Hence, we deduce from inserting (2.49) back into (2.48) that

T .
T .
Ty . . ‘ ‘
+/0 /Q’”‘(VHW )+ Vdz dt 0/0 /va(n V)(V - &) de dt

for almost every T € [0,T] and every test vector field n € C>(Q x [0, T]; R?) such that
V-n=0and (- nga)|laq = 0. The merit of rewriting (2.48) into the form (2.50) consists
of the following observation. Consider a test vector field n € C*([0, T]; H'(£2;RY)) such
that V-7 =0 and (7 - nsa)|sq = 0. Denoting by ¢ a standard mollifier, for every k € N
by 1y, := k% (k-) its usual rescaling, and by P, the Helmholtz projection associated with
the smooth domain €2, it follows from standard theory (e.g., by a combination of [116] and
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standard WW"2(Q)-elliptic regularity theory — see also Section 2.8) that ny := Po(wy, x 1) is
an admissible test vector field for (2.50). Moreover, taking the limit & — oo in (2.50) with 7
as test vector fields is admissible and results in

T T
T T
Ty . . ‘ ‘
+/o /Q’”‘(W*W )+ Vdz dt 0/0 /va(n V)(V - &) de dt

for almost every T” € [0, T] and every test vector field n € C>°([0, T]; H(2; R?)) such that
V-n =0 and (1 nga)lao = 0. As an important consequence, because of the boundary
condition for the velocity fields (u,v) and their solenoidality, we may choose (after performing
a mollification argument in the time variable) n = u — v as a test function in (2.51) which
entails for almost every T" € [0, T

:/OTI/Qp(XU)(u—v)-ékvdxdt%—/T,/p(Xv)(u—v)-(U-V)vda:dt (2.52)
—l—/OT//Q,u(anLVvT):V(u v) dxdt—a/Tl/Xv (u—v) - V)(V - €)dzdt.

We proceed by testing the analogue of (2.46) for the phase-dependent density p(x,) with the
test function £|v|?, obtaining for almost every T" € [0, T]

[ 3P0 TN TR e = [ 5ol da

T T
/ / p(Xu)v 8tvdxdt+/ / p(Xu)v - (u- V)vdzdt. (2.53)

We next want to test (2.39) with the fluid velocity v. Modulo a mollification argument in the
time variable, we have to argue that Vv does not jump across the interface so that v is an
admissible test function. Indeed, since the tangential derivative (77, - V)v is continuous across
the interface it follows from V - v = 0 that also ny, - (ny, - V)v does not jump across I,,. The
only component which may jump is thus 77, - (n;, - V)v. However, this is ruled out by the
equilibrium condition for the stresses along I, together with having py = pu_. In summary,
using v in (2.39) implies

- / (s TVl T') - 0, T') de + / p(OC))to - vol-) de
Q Q

T/
—/ /M(vu+vuT) : Vodz dt
o Ja
T T
- / / p(Xu)u - Qv da dt — / / p(Xu)u - (u-V)vdrdt (2.54)
o Jo o Jo

T/
—1—0/ / (Id —s®s) : VodVi(x,s)dt
QxSd-1

for almost every 7" € [0,7]. We finally use o(V - &) as a test function in the transport
equation (2.40) for the indicator function yx,, of the varifold solution. Hence, we obtain

O/Xu(-,T')(V-é)(wT')dx—/Xﬂ(vf)(no)dw
Q Q
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:a/OT,/QXU(V-@SJr(u-V)(V-f))dxdt.

for almost every T" € [0,7]. Based on the boundary condition (2.16b), which in turn in
particular implies (0§ - noq)|oa = 0:(€ - noq)|sa = 0, we may integrate by parts to upgrade
the previous display to

o [ T ST AT+ [ 0 €,0) AV (-0)
:—J/T//nu 8t§d|VXu’dt+a/T,/qu V)V &) daxdt (2.55)

for almost every 7" € [0, T].
Step 2: Summing (2.52), (2.53), (2.41) as well as (2.54), we obtain

LHSkm(T/) + LHSvisc + LHSsurEn(T/>
S RHSknn(O) + RHSsurEn(o) + RHSdt + RHSadv + RHSsurTen> (256)

where the individual terms are given by (cf. the proof of [45, Proposition 10])

LHS (1) i= [ Go0ud Tl (T da. (257)
RH Sy (0) := /Q PO — o d. (2.58)
LHS i) = oV TN@ 0 [ (1= 0m) AVl (a), (259
RH Ssurn(0) := a|Vxu(-)|(€), (2.60)
LHSy := /T/ IV(u—v)+ V(u—2v)T|?dzdt, (2.61)
RHSy = / : / p(xe) — ploa)) (1t — v) - Dy da dt, (2.62)
RHSa0 / / ) —v) - (v-Vodedt  (2.63)
/ / D= v) - (=) - Vywdedt,
RHSupren = — / / V)(V - €) dar dt (2.64)

T/
+ 0/ / (Id —s ® s) : Vo dVi(z, s) dt.
0 QxSd-1

Adding zeros, V-v = 0, the boundary condition ngq - (Vu+(Vv)T)E = naq-(Vo+ (Vo)) (Id—
naa @ naa )€ = 0 due to (2.36) and (2.16b), and the compatibility condition (2.42) allow to
rewrite the second term of (2.64) as follows

T/
U/ / (Id —s®s) : VodVi(x,s)dt
QxSd-1
T/
I—O’/ / (s—=&)-((s—=&) - V)vdVi(x,s)dt
Qxsd-1
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T/
p— . T
0/ /ngd 8 (Vv + (V)" )EdVi(z, s) dt

T/
—i—a/ / V)vdVi(z,s)dt
QxSd- 1

—o [ [ 60 (-0 Davite ) (265)
QxS§d-1

—O'/T//f- (1y - V)Ud|VXu|dt—a/T,/nu (€ V)vd|Vy,|dt
0 0 o Ja
+0/0 /Qf-(ﬁ-V)vdﬂ/ﬂgdldt.

Furthermore, because of (2.44) we obtain
T/
o—/ /5- (€ - V)od|Vi]ger dt (2.66)
0 Q
T’ T
:a/ /(1—et)g-(g-v>vd|wgdl dt+a/ /etg. (€ V)0 d[V]ses dt
0 Q 0 Q
T/
+0/ € (€ V) d|Vilges dt
0 o0
T’ T
o [ [t Valsdiro [ [ e udnldr
0 Q 0 Q

T/
+ O'/ - (5 . V)U d|‘/;g|§d—1 dt.
0 o0

The combination of (2.64), (2.65) and (2.66) together with V - v = 0 then implies
T/
RHSsurTen = / / S - (S - f) : V>U d‘/t(ff, S) dt (267)
QxSd-1

y
o [0 [a=00g- € VvalVilsi

T/
+0/
0
T
|
T
|
T
[ ]
0

/ (Id—€ @ &) : Vod|Vy|dt.
0 Q

£+ (€ V)od|Vilgar dt
9]

Xo((u—2) - V)(V-§)dedt

!/

S— — 5

2

q

!

€-((ny —&) - V)vd|Vy,|dt

q

!

) (€ V)vd|[Vx,|dt

:a\o\

In summary, plugging back (2.57)—(2.63) and (2.67) into (2.56), and then summing (2.55) to
the resulting inequality yields in view of the definition (2.29) of the relative entropy

T/
Bl u Vi@ + [ [ Bi90=0)+ V(= o) Pdod
0 Q
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< EXu» t, VX, v](0) + Rag + Rado + Ri o + RN pen (2.68)

for almost every 7" € [0, T'], where in addition to the notation of Proposition 5 we also defined
the two auxiliary quantities

"
SurTen = —0/ / (s=&)-((s=&) - V)vdVi(x,s)dt (2.69)
QxSd—1
o
o [0 [ A= € Opdvilger at
"
+a/0 895-(5~V)vd\wgd_1dt,
T
RY =g / / Xo(u-V)(V - €)dzdt (2.70)
—J/T/XU (u—v)-V)(V-€)dxdt
.
o | /5-(<nu—5>-V>vd|vXu|dt
»
/ / Vo d|Vya| dt
.
—l—a/ /(Id —E£®&) : Vud|Vy,|dt
0 Q

T/
—0/ /nu-ﬁtdeXu\dt.
0 Q

The remainder of the proof is concerned with the post-processing of the term R®

surlen*

Step 3: By adding zeros, we can rewrite the last right hand side term of (2.70) as
T/
—a/ /nu-at§d|VXu\dt
T/
S / / nu—€) - (+(v - V)e+(Td—€ @ €)(Vo)T€) [Vl dt (2.71)
T/
—a/ / (E®E:Vu)d|Vyx,|dt
2 1 2
o [0 [ (odier @) bie) arvna
0o Jao

T
+a/ /§®(nu—§):Vvd|VXu|dt

T/
—I—a/ /nu €)d|Vx,|dt.

We proceed by manipulating the last term in the latter identity. To this end, we compute
applying the product rule in the first step and then adding zero

T/
/ /n ) d|V | dt
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T/
= 0/ /nu (E®0))d|Vx,|dt (2.72)
T’ T’
+ 0/ /(1—nu-f)(V-v)d|VXu|dt—U/ /Id:VUd|VXu|dt.
o Ja o Ja

Noting that for symmetry reasons V- (V- (£ ®0v)) = V- (V- (v®¢)), an integration by parts
based on the boundary conditions (2.16b) and (v - ngq)|9q = 0 entails

| : [ (- € amlar

=—a/lT//xu v®§))dxdt—0/OTlLqu(nan®v:Vf)det
—U/T /nu (v®¢))d|Vx,|dt
v | ) | ulnan- (€ Vo= (0- D)) asa.

We next observe that the last right hand side term of the previous display is zero. Indeed,
note first that thanks to the boundary conditions (2.16b) and (v - ngq)|sq = 0 the involved
gradients are in fact tangential gradients along 0€). Since the tangential gradient of a function
only depends on its definition along the manifold, we are free to substitute (£ - 790 )7aq for &
resp. (v - Toqn)Taq for v, obtaining in the process

/0 /89 Xu(naa - (- Vv — (v-V)E))dS dt
— /0 /aQ Xu[(g . V)(U . TaQ) - (U . V)(f . 7—09)](7—89 . n(’)ﬂ) ds dt

i /0 /ag Xul((v - Ta0)§ = (§ - T90)v) - V)Tan] - nog dS dt = 0.

The combination of the previous two displays together with an integration by parts and an
application of the product rule thus yields

T/
a/o /Qnu-(V~(£®v))d|qu|dt
il T
:0/0 /Q(nu-v)(v-ﬁ)d|VXu|dt+a/o /Qnu@)ﬁ:Vvd]VXu\dt.

By another integration by parts, relying in the process also on V- v =0 and (v - ngq)|oa = 0,
we may proceed computing

a/Tl/nu-(V~(£®v))d|qu|dt
:—U/T//Xuv ))dxdt+a/T//nu®£ Voud|Vy,|dt

T’ T’
:—0/0 /QXU(U-V)(V-f)dxdthU/O /Qnu®§:Vvd|qu|dt. (2.73)
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In summary, taking together (2.71)—(2.73) and adding for a last time zero yields

T/
—a/ / Ny - 0 |V x| dt
0o Ja

Xu(v- V)V -&)dxdt (2.74)

!

|

Q
O\O\O\;o\éo\o\o\
T — S S o T S 5

(=€) - 0+ (v V)E+(Id—€ © €) (Vo) T€) d| Vx| dt
((nu —&) - OE®E: Vu)d|Viy|dt
1 1
(D516 + (v D)5161 ) IVl de
-
(ny — &) @& : Vud|Vx,|dt + O’/ / ER (ny — &) : Vod|Vy,|dt
0o Ja

(Id =€ ® &) : Vud|Vx,|dt.

Inserting (2.74) into (2.70) then implies that RY .+ RsurTen combines to the desired

surTen

term Rgyrren. In particular, the estimate (2.68) upgrades to (2.30) as asserted. O

2.3.2 Time evolution of the bulk error: Proof of Lemma 6

Note that the sign conditions for the transported weight 1, see Definition 3, ensure that

Balubol) = [ (-0 = x(.0)9(, 1) da

for all ¢ € [0,T]. Hence, as a consequence of the transport equations for y, and x, (see
Definition 10 and Definition 11, respectively) one obtains

Evol[Xu|Xv}<T,) - vol Xu|Xv (275)

T T

for almost every 7" € [0, T]. Note that for any sufficiently regular solenoidal vector field F’
with (F' - naq)|oq = 0, since ¥ = 0 along I, (see Definition 3), an integration by parts yields

/ o(F - V)9 dz = 0. (2.76)

Adding zero in (2.75) and making use of (2.76) with respect to the choices ' = u and F' = v
in form of [ Xv((u—v) . V)ﬁ dx = 0 then updates (2.75) to (2.32). This concludes the proof
of Lemma 6. O]
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2.3.3 Conditional weak-strong uniqueness: Proof of Proposition 4

Starting point for a proof of the conditional weak-strong uniqueness principle is the following
important coercivity estimate (cf. [45, Lemma 20]).

Lemma 12. Let the assumptions and notation of Proposition 4 be in place. Then there exists
a constant C' = C(xy,v,T) > 0 such that for all 6 € (0, 1] it holds

T’ T
/ /|xv xallue v|dxdt</ Elxws 4, VIxos 0)(8) + Evetlixal o] (1) dt
T/
+5/ /|Vu—Vv[2dxdt (2.77)

for all T' € [0, T7.

Proof. It turns out to be convenient to introduce a decomposition of the interface I, into its
topological features: the connected components of I, N €2 and the connected components
of I, N 0S). Let N € N denote the total number of such topological features of I,, and
split {1,...,N} =: ZUUC as follows. The subset Z enumerates the space-time connected
components of [, N 2 (being time-evolving connected interfaces), whereas the subset C
enumerates the space-time connected components of I, N 92 (being time-evolving contact
points if d = 2, or time-evolving connected contact lines if d = 3). If i € Z, we let 7; denote
the space-time trajectory in 2 of the corresponding connected interface. Furthermore, for
every ¢ € C we write 7. representing the space-time trajectory in OS2 of the corresponding
contact point (if d = 2) or line (if d = 3). Finally, let us write i ~ ¢ for i € Z and ¢ € C if
and only if 7; ends at 7.. With this language and notation in place, the proof is now split into
five steps.

Step 1: (Choice of a suitable localization scale) Denote by ngq the unit normal vector field of
02 pointing into €2, and by ny,(+,t) the unit normal vector field of I,(t) pointing into Q,(t).
Because of the uniform C? regularity of the boundary 92 and the uniform C;C? regularity of
the interface I,(t), t € [0, T, we may choose a scale r € (0, 1] such that for all ¢ € [0, 7] and
all 7 € Z the maps

Uon: 00 x (=3r,3r) = RY (2,y) — o + ynaa(z), (2.78)
\IITi(t): 7;<t) X (_3T7 3T> — Rda (I, y) =X+ yng, (.Z', t) (279)

are C'! diffeomorphisms onto their image. By uniform regularity of 92 and I, (the latter in
space-time), we have bounds

sup |VWsq| < C, sup VU4 < C, (2.80)
00X [—r,r] Voo (0Qx[—rr])
sup  sup |VV¥7rp| <O, sup sup |V\If}i1(t)| <C (2.81)
t€[0,T] T (£) x [=r,7] t€[0,T] U7 4y (T3 (£) X [~7,7])

for all i € Z. By possibly choosing r € (0, %] even smaller, we may also guarantee that for all
t €[0,7] and all i € Z it holds

\Ij’ﬁ(t) (Z(t)X[ T, T]) N qfﬁ,(t)(ﬁ/(t)X[—T, T]) = @ for all 7' € I, i’ 7é 7, (282)
U (t)(ﬁ(zﬁ)x[ ])ﬂ\yag(aQX[—T,T]) 75@ & deelC:in~e, (283)
Ty (Ti(t) X [=r,7]) N Waa (00X [=7r,7]) C Bap(Te(t)) if e € C:i~c (2.84)
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Bon(To(t)) N Ba (T (t)) = 0 for all ¢, € C, ¢ # c. (2.85)

Note finally that because of the 90° contact angle condition and by possibly choosing r € (0, %]
even smaller, we can furthermore ensure that

Q\ (Wag(ﬁﬁx[—r, DU U r o (Ti () %[, 7‘]))

= (2.86)
c QN {x € R dist(x,0Q) A dist(z, I,(t)) > r}

for all ¢ € [0,7]. Indeed, for & € Q\ (Won(Ix[~7,7]) U Uiez W7o (Ti(t) x[—7,7]))
it follows that dist(z,0€2) > r. In case the interface I,(t) intersects J2 it may not be
immediately clear that also dist(xz,[,(t)) > r holds true. Assume there exists a point
7 € Q\ (Vo (02x[—7,7]) UUiez W7 (Ti(t) x [—7, 7)) such that dist(x, I,(t)) < r. Then
necessarily € (2N B, (c(t))) \ Uiez Y70 (Ti(t) x[—r,7]) for some boundary point ¢(t) €
OQ N I,(t). Hence, because of the uniform C? regularity of 9 and I, (t) intersecting 02 at
an angle of 90°, one may choose r € (0, 1] small enough such that = € (2N B,(c(t))) implies
dist(z, 92) < r. As we have already seen, this contradicts = € Q \ Uy (902 x[—r,7]).

Step 2: (A reduction argument) We may estimate by a union bound and (2.86)

T/
/ /‘Xv_XuHU—U‘dafdt
T/
/ / | Xo—Xu|[u—v| dx dt (2.87)
QN0 (992 [—r,r )\, o Bar (Te(t

+ZT

€L /(vlm\I/T T(t)X -r,Tr )\U B2'r(7z )

T/
Loy / o= Xullu—o] dadt
QmB2r 7—c

cec V0

Tl
i / / o= Xallu—v| d dt.
0 QN{dist(-,02)Adist (-, [, (t))>r}

An application of Hoélder's inequality and Young's inequality, the definition (2.29) of the
relative entropy functional, the coercivity estimate (2.27) for the transported weight, and the
definition (2.31) of the bulk error functional further imply

T/
// [ Xo—Xu|[u—v] dz dt
0 Jon{dist(-,0)Adist(-, I, (t))>r}

T’ T’
< C’/ / |Xv—xu\dxdt+0/ Exu,u, V]xe, v](t)dt
0 QN{dist(-,02)Adist(-,[, (t))>r} 0

T/
< c/ E[Xu, w4, V[ Xu: 0] () + Evot[Xus X () dt.
0

|Xo—Xu|lu—v| dz dt

Hence, it remains to estimate the first three terms on the right hand side of (2.87).

Step 3: (Estimate near the interface but away from contact points) First of all, because of
the localization properties (2.82)—(2.84) it holds for all i € Z

dist(-, 7;) = dist(-, 9Q) A dist(-, L, (1)) (2.88)
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in QN Wz (Ti(t)x[=r,7]) \ Ueec Bar(Te(t)). Hence, the local interface error height as
measured in the direction of n;, on 7;

hri(x ) = [ Ixu = Xl (U7 (2,9), ) dy, = € Tit), t € [0,T],

-Tr

is, because of (2.88) and the coercivity estimate (2.27) of the transported weight ©J, subject
to the estimate

W2 (a,1) < (/W|xu Yol (T (2, ), )y y
<<{/ 1w — Xl (T (2 9), D9 (P (), £) ly (2.89)

for all z € T;(t) \ Ueee Bar(T:(t)), all t € [0,T] and all i € Z. Carrying out the slicing
argument of the proof of [45, Lemma 20] in QN Wz, (T;(t) X [—7,7]) \ Ueec Bar(Tc(t)) by
means of W1, which is indeed admissible thanks to (2.79), (2.81) and (2.89), shows that
one obtains an estimate of required form

T/
/ / |Xo—Xu||lu—v|dz dt
i€T QN (1) (T ()% [=r,r )\ e o Bar (Te(t))

ceC

T/ T
< 5/ E[Xu, t, VX, v](t) + Evol[Xu|xo] (t) dt + 5/ / \Vu — Vv|2 dz dt.
0 o Ja

Step 4: (Estimate near the boundary of the domain but away from contact points) The
argument is similar to the one of the previous step, with the only major difference being that
the slicing argument of the proof of [45, Lemma 20] is now carried out in QMW 40 (92X [—r,7])\
Uecec B2r(T:(t)) by means of Wyq. This in turn is facilitated by the following facts. First, the
localization properties (2.82)—(2.84) ensure

dist(-, Q) = dist(-, 9Q) A dist(-, I, (1)) (2.90)

in QN Yoo (0% [—r,7]) \ Ueee Bar(Te(t)). Second, as a consequence of (2.90) and the
coercivity estimate (2.27) of the transported weight J, the local interface error height as
measured in the direction of ngq

hantet) = [ I = xal(Banle.). 0y, 5 €09, 1€ .71,
satisfies the estimate
ol < C [ xu = x| (Wanla,). iy dy
<€ [ =l (Wanle ), 010 Vom0, ) (2.01)

Hence, we obtain

T/
/ / ] Xo—Xu||u—v|dz dt
QNP0 (I [—r,r )\, e Bar(Te(t
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2.3. Proof of main results

T -
S ?/ E[Xu7u> V‘XU,U](t) + EVO][Xule](t) dt -+ 5/ / ’vu _ V,U|2 dx dt
° 0 Q

Step 5: (Estimate near contact points) Fix ¢ € C, and let i € Z denote the unique connected
interface 7; such that i ~ c. Because of the regularity of 02, the regularity of 7;, and the 90°
contact angle condition we may decompose the neighborhood €2 N Bs,(7.(t))—by possibly
reducing the localization scale r € (0, %] even further—into three pairwise disjoint open sets

Wao (t), Wr,(t) and Wag.r,(t) such that Q1 B, (Te(t)) \ (Wan(t) U W, (£) U Wag-r (1)) is
an H? null set and

dist (-, 0§2) = dist(-, 0Q) A dist(-, I, (1)) in Waa(t), (2.92)
dist (-, 7;(t)) = dist (-, 02) A dist(+, 1,(t)) in Wr.(t), (2.93)
dist(-, 0Q) ~ dist(-, T;(t)) ~ dist(-, [,(t)) in Waqr; (1), (2.94)
as well as
Wag(t) C \I/ag(aQX(—3T, 37")), (295)
Wr(t) C W (Ti(t) x (~3r,3r)), (2.96)
Wagwﬁ (t) C @39(89)( (—37’, 37’)) N \Ile.(t) (7:(25) X (—37’, 37“)) (2.97)
(Up to a rigid motion, these sets can in fact be defined independent of ¢ € [0,T].) Hence,

applying the argument of Step 3 based on (2.93) and (2.96) with respect to 2N By, (7.(t)) N
Wr.(t), the argument of Step 4 based on (2.92) and (2.95) with respect to 2 N By, (7.(t)) N
Waqa(t), and either the argument of Step 3 or Step 4 based on (2.94) and (2.97) with respect
to Q2N Ba, (To(t)) N Wagq~T: (t) entails

T/
Z/ / |Xo—Xu||lu—v|dz dt
cec /0 JQNB2(To(t))
C T’ T
< 5/ EXu, w, VX, v](t) + Evol[XulX0](t) dt+(5/ / |Vu — Vol*dz dt.
0 o Ja

This in turn concludes the proof of Lemma 12. m

Proof of Proposition 4. The proof proceeds in three steps.

Step 1: (Post-processing the relative entropy inequality (2.30)) It follows immediately from
the Lg%-bound for 9,v and p(x.) — p(xu) = (P7—p7)(Xv—Xu) that

TI
|Rat| < C’/ / | Xo—Xu||u—v| dx dt (2.98)
o Ja
for almost every T" € [0, T]. Furthermore, the LW >°-bound for v, the definition (2.29)

of the relative entropy functional, and again the identity p(x.) — p(xu) = (p7—p7) (Xo—Xu)
imply that

T! T’
| Raaw| < C/ / |Xo—Xu||u—v|dz dt + C/ E[xu,u, V]xe,v](t)dt (2.99)
0o Jao 0

for almost every 7" € [0,T]. For a bound on the interface contribution Ry 7en, we rely
on the LW >-bound for v, the LW **°-bound for &, the LW >°-bound for B, the
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2. STABILITY OF TWO-PHASE FLUID FLOW WITH NINETY DEGREE CONTACT ANGLE

definition (2.29) of the relative entropy functional, as well as the estimates (2.16d) and (2.16e)
of a boundary adapted extension £ of nj, to the effect that

T/
Ruwron| < c/ /|Xv—xu||u—v\dxdt (2.100)
0 Q

T/
+C/ / s — &2 dVi(, s) dt
0 OQxS§d-1
T/
+C/ /1—6td|‘/t|gd1 dt
o Ja
T/
+c/ / L d|Vifgir dt
0o Joo

T/
+C/ / In, — &7 d|Vx,|dt

T/
—1—C’/ /dlst o) A 1d|Vx,|dt

T/
v [0 [le - m)ldvlar
o Ja
T/
0 [ Bl Vil d
0
for almost every T" € [0, T']. It follows from property (2.16a) of a boundary adapted extension £

and the trivial estimates |€ - (€ — ny)| < (1—]€]?) + (1—ny - &) < 2(1—[€]) + (1—n,, - €) and
1—¢] <1—mny-& that

T T
/ /dlst Ald\qu|dt+/ /|g na)| |V xa d (2.101)

sc/ Blvus , Vo v] (1)
0
Moreover, the trivial estimate |n, — &[> < 2(1 — n,, - £) implies

T’ T’
/ /|nu — £ d| Vx| dt < 0/ Exu, u, V]xe, v](t) dt. (2.102)

Recall finally from (2.24) and (2.20) that

T T’
/ /Md s—¢ ]thxsdt<C’/ Bl . Ve, v](t) dt,
X 1

T T
/ /1—etd|v;|gd1 dt+/ / 1 d|Vi]sos dtgc/ s 1, Vo, o] (£) di.
0 Q 0 o0 0

(2.103)
By inserting back the estimates (2.98)—(2.103) into the relative entropy inequality (2.30),
then making use of the coercivity estimate (2.77) and Korn's inequality, and finally carrying

out an absorption argument, it follows that there exist two constants ¢ = ¢(x,,v,T) > 0 and
C = C(xw,v,T) > 0 such that for almost every 7" € [0, T']

T/
ElXus t, VX0, v](T) + / /|Vu v) + V(u—v)"|*dz dt
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2.4. Bulk extension of the interface unit normal

T/
< EXu, u, VX0, v](0) + C/ EXu, t, Vxw, v](t) + Evol[Xu|xo] (t) dt. (2.104)
0

Step 2: (Post-processing the identity (2.32)) By the LW >°-bound for the transported
weight ¥, the estimate (2.28) on the advective derivative of the transported weight ¥, and the
definition (2.31) of the bulk error functional we infer that

Evol[Xu|Xv](T/) S Evol[Xu|Xv](0) + C/O EVOI[XU|XU](t) dt

T/
+C’/ / |Xo—Xu||u—v| dz dt
o Ja

for almost every 7" € [0,T]. Adding (2.104) to the previous display, and making use of the
coercivity estimate (2.77) in combination with Korn's inequality and an absorption argument
thus implies that for almost every 7" € [0, 7]

T/
lﬂxuﬂuvﬁxvaTW-%EkﬂxuthTU%-C/n /"wuu—v»+<uu—%oﬂ2dxdt
0 Q

< E[Xm u, V’Xva U](O) + Evol[XU|Xv](O> (2-105)

Tl
+c/ ElXus s VX0 0] (8) + Beor[xu o] (£) dt.
0

Step 3: (Conclusion) The stability estimates (2.11) and (2.12) are an immediate consequence
of the estimate (2.105) by an application of Gronwall's lemma. In case of coinciding initial
conditions, it follows that Ey[xu|xs](t) = 0 for almost every t € [0,7]. This in turn
implies that x,(-,t) = x,(-,t) almost everywhere in © for almost every ¢ € [0,7]. The
asserted representation of the varifold follows from the fact that E[x., u, V|x.,v](t) = 0 for
almost every t € [0,T]. This concludes the proof of the conditional weak-strong uniqueness
principle. [

2.3.4 Proof of Theorem 1

This is now an immediate consequence of Proposition 4 and the existence results of Proposition 7
and Lemma 8, respectively. O

2.4 Bulk extension of the interface unit normal

The aim of this short section is the construction of an extension of the interface unit normal
in the vicinity of a space-time trajectory in €2 of a connected component of the interface I,
corresponding to a strong solution in the sense of Definition 10 on a time interval [0, 7.

Mainly for reference purposes in later sections, it turns out to be beneficial to introduce
already at this stage some notation in relation to a decomposition of the interface I, into its
topological features: the connected components of I, N {) and the connected components
of I, N 0f2. Denoting by N € N the total number of such topological features present
in the interface I, we split {1,...,N} =: Z U C by means of two disjoint subsets. In
particular, the subset Z enumerates the space-time connected components of I, N (2, i.e.,
time-evolving connected interfaces, whereas the subset C enumerates the space-time connected
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components of I, N 012, i.e., time-evolving contact points. If i € Z, we denote by 7; :=
Uteo,ry Ti(t) x{t} C I, N (£2x[0, T]) the space-time trajectory of the corresponding connected
interfaces 7;(t) C 1,(t) N Q, t € [0,T].

For each i € Z, we want to define a vector field £ subject to conditions as in Definition 2; at
least in a suitable neighborhood of 7;. We first formalize what we mean by the latter in form
of the following definition.

Definition 13. Let d = 2, and let Q2 C R? be a bounded domain with orientable and smooth
boundary. Let (x,,v) be a strong solution to the incompressible Navier-Stokes equation for
two fluids in the sense of Definition 10 on a time interval [0,T. Fix a two-phase interface i € T.
We call r; € (0,1] an admissible localization radius for the interface 7; C I, N (2x[0,T)) if
the map

U7 T x (=23, 2r) = B2 x [0,7), (x,t,5) > (2 + sny, (2, 1), 1) (2.106)

is bijective onto its image im (V) := U, (7}>< (—2r, 2ri)), and its inverse is a diffeomorphism
of class CYC%(im(¥ 7)) N CIC2(im(Vr)).

In case such a scale r; € (0,1] exists, we may express the inverse by means of \117_;1 =:
(Pr,1d, s7.): im(Wr,) — T;x(—2r;,2r;). Hence, the map Pr. represents in each time slice the
nearest-point projection onto the interface T;(t) C 1,(t) N Q, t € [0,T), whereas s7. bears the
interpretation of a signed distance function with orientation fixed by Vs = ny,. In particular,
st. € C2C3(im(V 7)) N CLCH(im(¥r)) as well as Pr, € CYC?(im(¥r)) N CLCO(im(Pr)).

By a slight abuse of notation, we extend to im(WV ) the definition of the normal vector field
resp. the scalar mean curvature of ’J; by means of

ng,:im(Wr) —S'  (2,t) = ng, (Pr(z,t),t) = Vsr (2, 1), (2.107)

7

Hyp im(Vr) >R, (z,t) = —(Asy)(Pr(x,t),t). (2.108)

Hence, we may register that n;, € CPC*(im(¥7)) N C}C%>im(V 7)) as well as Hy, €

CPC, (im(Yr)).

It is clear from Definition 10 of a strong solution to the incompressible Navier—Stokes equation
for two fluids, in particular Definition 9 of smoothly evolving domains and interfaces, that all
interfaces admit an admissible localization radius in the sense of Definition 13 as a consequence
of the tubular neighborhood theorem.

Construction 14. Let d = 2, and let Q) C R? be a bounded domain with orientable and
smooth boundary. Let (x,,v) be a strong solution to the incompressible Navier-Stokes
equation for two fluids in the sense of Definition 10 on a time interval [0, T]. Fix a two-phase
interface i € T and let r; € (0, 1] be an admissible localization radius for the interface T; C I,
in the sense of Definition 13. Then a bulk extension of the unit normal n;, along a smooth
interface 7; is the vector field &' defined by

E(z,t) == ng, (x,1), (x,t) € im(V7) N (2x][0,T)). (2.109)

We record the required properties of the vector field £°.
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Proposition 15. Let the assumptions and notation of Construction 14 be in place. Then,
in terms of regularity it holds that ¢ € CYC? N C}CY(im(¥r) N (2x[0,T])). Moreover, we
have

V- &+ Hy, = O(dist(-, Ty)), (2.110)
0"+ (v- V)E + (Id =€ @ €1 (Vo) "¢ = O(dist(+, Ty)), (2.111)
HEP+ (v-V)EP=0 (2.112)

throughout the space-time domain im(¥.) N (2x[0,77).

Proof. The asserted regularity of £’ is a direct consequence of its definition (2.109) and the
regularity of ny, from Definition 13. In view of the definitions (2.109), (2.107) and (2.108),
the estimate (2.110) is directly implied by a Lipschitz estimate based on the regularity of H;,
from Definition 13. The equation (2.112) is trivially fulfilled because &' is a unit vector, cf.
the definition (2.109).

For a proof of (2.111), we first note that O;s7.(z,t) = —(U(Pﬁ(x,t),t) : V)sﬂ(x,t) for
all (z,t) € im(¥7)N(2x][0,T]). Indeed, 0;s7; equals the normal speed (oriented with respect
to —ny,) of the nearest point on the connected interface 7;, which in turn by n;, = Vs is
precisely given by the asserted right hand side term. Differentiating the equation for the time
evolution of s7; then yields (2.111) by means of VP, =1d — n;, ® n;, — s7; Vny,, the chain
rule, and the regularity of v. Note carefully that this argument is actually valid regardless of
the assumption ;1 = .y since (77, - V)v does not jump across the interface 7;. [

2.5 Extension of the interface unit normal at a 90°
contact point

This section constitutes the core of the present work. We establish the existence of a boundary
adapted extension of the interface unit normal in the vicinity of a space-time trajectory of
a 90° contact point on the boundary 0f).

The vector field from the previous section serves as the main building block for an extension
of ny, away from the domain boundary 0€2. However, it is immediately clear that the bulk
construction in general does not respect the necessary boundary condition ngg - & = 0
along 0f2. (Even more drastically, on non-convex parts of 92 the domain of definition for the
bulk construction from the previous section may not even include 9€2!) Hence, in the vicinity
of contact points a careful perturbation of the rather trivial construction from the previous
section is required to enforce the boundary condition. That this can indeed be achieved is
summarized in the following Proposition 16, representing the main result of this section.

For its formulation, it is convenient for the purposes of Section 2.6 to recall the notation in
relation to the decomposition of the interface I, in terms of its topological features. More
precisely, denoting by N € N the total number of such topological features present in the
interface I,,, we split {1,..., N} =: Z WU C, where Z enumerates the time-evolving connected
interfaces of I, N (), whereas C enumerates the time-evolving contact points of I, N Of).
Ifi€Z, Ti= Uepmn Ti(t)<{t} C I, N (2x[0,T]) denotes the space-time trajectory of the
corresponding connected interface, whereas if ¢ € C, we denote by 7c := Uepo,r Te(t) x{t} C
I, N (092x]0,T]) the space-time trajectory of the corresponding contact point. Finally, we
write i ~ ¢ for i € Z and ¢ € C if and only if 7; ends at 7.; otherwise i +¢ c.
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Proposition 16. Let d = 2, and let 2 C R? be a bounded domain with orientable and smooth
boundary 0X). Let (x,,v) be a strong solution to the incompressible Navier-Stokes equation
for two fluids in the sense of Definition 10 on a time interval [0,T|. Fix a contact point ¢ € C
and let i € T be such that i ~ c. Let r. € (0,1] be an associated admissible localization
radius in the sense of Definition 17 below.

There exists a potentially smaller radius 7. € (0,r.], and a vector field
& NG () = 8
defined on the space-time domain N> .(Q) := Uyejo 1) (B?C(ﬁ(t)) N g ) x{t}, such that the
following conditions are satisfied.:
i) It holds &° € (CPC2NCICY) (NG, ()\ T2).
ii) We have £°(-,t) = ny,(-,t) and V - £°(-,t) = —H, (-, t) along T;(t) N By, (T:(t)) for all
te0,7].

iii) The required boundary condition is satisfied even away from the contact point, namely
£ - naq = 0 along N, .(€2) N (92x[0,T1).

iv) The following estimates on the time evolution of {°hold true in N7, ()

0+ (v V)& + (Id—£° ® ) (Vo) Te* = O(dist (-, 7)), (2.113)
A + (v- V)€ = 0. (2.114)

v) Let r; € (0,1] be an admissible localization radius for the interface T;, and let £' be the
bulk extension of the interface unit normal on scale r; as provided by Proposition 15. The
vector field £¢ is a perturbation of the bulk extension & in the sense that the following
compatibility bounds hold true

€, t) = () + V- € (1) = V-5, 1)| < Cdist(+, Ti(t)), (2.115)
€7 1) - (€=€°)(, 1) < Cdist? (-, Ta(1)) (2.116)
within Bz, ., (T(t)) 0 (W5 () U WS (1)) for all t € [0, T), cf. Definition 17.

A vector field £¢ subject to these requirements will be referred to as a contact point extension
of the interface unit normal on scale 7,.

A proof of Proposition 16 is provided in Subsection 2.5.4. The preceding three subsections
collect all the ingredients required for the construction.

2.5.1 Description of the geometry close to a moving contact point,
choice of orthonormal frames, and a higher-order compatibility
condition

We provide a suitable decomposition for a space-time neighborhood of a moving contact
point 7., ¢ € C. The main ingredient is given by the following notion of an admissible
localization radius. Though rather technical and lengthy in appearance, all requirements in
the definition are essentially a direct consequence of the regularity of a strong solution. The
main purpose of the notion of an admissible localization radius is to collect in a unified way
notation and properties which will be referred to numerous times in the sequel.
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2.5. Extension of the interface unit normal at a 90° contact point

Definition 17. Let d = 2, and let Q) C R? be a bounded domain with orientable and smooth
boundary 0X). Let (x,,v) be a strong solution to the incompressible Navier-Stokes equation
for two fluids in the sense of Definition 10 on a time interval [0,T|. Fix a contact point ¢ € C
and let i € T be such that i ~ c. Let r; € (0,1] be an admissible localization radius for
the connected interface T; in the sense of Definition 13. We call r. € (0,r;] an admissible
localization radius for the moving 90° contact point 7. if the following list of properties is
satisfied:

i) Let the map Wyq: 00X (—2r.,2r.) — R? be given by (x,s) — x+snga(x). We re-
quire Vo to be bijective onto its image im(Wsq) = Waq (8Q><(—2rc, 27“,;)), and its
inverse Uy is a diffeomorphism of class C2(im(Waq)). We may express the inverse by
means of U, =: (Paq, saq): im(Waq) — 00X (—2r.,2r.). Hence, Psq represents the
nearest-point projection onto 0S), whereas ssq is the signed distance function with orien-
tation fixed by Vsgq = nga. In particular, ssgq € C2(im(Wpq)) and Py € C2(im(Wpg)).

By a slight abuse of notation, we extend to im(Wsq) the definition of the normal vector
field resp. the scalar mean curvature of 0S) by means of

noq - im(\Ifag) — Sl, (l’,t) — naQ(PBQ(l')) = VSag(m), (2.117)
Hyq: lm(\lfag) — R, ({L‘,t) — —(ASag)(PBQ([I))) (2118)

Hence, we note that ngq € C2(im(Wpsq)) and Hyg € CL(im(Vyg)).
i) There exist sets W = Usejo,r) W7, (1) x{t}, W = Usejor) Wie (£) x{t} and Wos =
Utego 1y W (t)x{t} with the following properties:

First, for every t € [0,T], the sets W (t), Wi+ (t) and Wi (t) are non-empty subsets

of B, (T.(t)) with pairwise disjoint interior. For all t € [0,T], each of these sets is

represented by a cone with apex at the contact point T.(t) intersected with Brp(ﬁ(t)).

More prec:se/y there exist six time-dependent pairwise distinct unit-length vectors XT
Xq+ and X5, of class C}([0,T]) such that for all t € [0,T] it holds

Wi (t) = (Te(t)+{aXF(t) + BX7(): a, B € [0,00)}) N B (To(1)),  (2.119)

o (t) = (Tt +H{aXg: (1) + BXFE(®): a, B € [0,00)}) N B, (To(t),  (2.120)

Wi (t) = (Tet) +{a Xk (1) + BXq:(t): @, 8 € [0,00)}) N B, (To(1).  (2.121)
The opening angles of these cones are constant, and numerically fixed by

Xoo - Xor = X7 - X7 =cos(n/3), Xgt - X7 = cos(r/6). (2.122)

Second, for every t € [0, T], the sets W5.(t), W= (t) and WiC(t) provide a decomposition
of B, (T.(t)) in form of

B, (To(t) NQ

_ 2.123
= (W5 UWE () U (O U U ) na. )

Third, for each t € [0, T, the following inclusions hold true (recall from Definition 13 the
notation for the diffeomorphism U, ):

B (T:(6) NTi(t) € (Wi () \ Te(t)) € {z € Q: (x,1) € im(V7)}, (2.124)
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(c) Interpolation wedges W ..

Figure 2.1: Decomposition for a space-time neighborhood of 7.

B, (T.(1)) N 0Q C W5 (t) U Wt (1), (2.125)
Wis(t) € {z € R?: x € im(Waq)}, (2.126)
G\ Te(t) C @y (1) N {z € Q: (z,1) € im(Vr;), x € im(Vaq)}. (2.127)

ii) Finally, there exists a constant C' > 0 such that

dist(-, 7;) V dist(-, 9Q) < Cdist(-, T;) on Wee U W', (2.128)

We refer from here onwards to W1 as the interface wedge, Waidc as boundary wedges, and
Wég as interpolation wedges.

Figures 2.1-2.2 contain several illustrations of the previous definition. Before moving on, we
briefly discuss the existence of an admissible localization radius.

Lemma 18. Let the assumptions and notation of Definition 17 be in place. There exists a
constant C' = C(0%2, xy,v,T) > 1 such that each r. € (0, %] is an admissible localization
radius for the contact point T, in the sense of Definition 17.
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(a) Inclusion in the image of Ur. (b) Inclusion in the image of Wyq.

Figure 2.2: Inclusion properties of diffeomorphisms.

Proof. The first item in the definition of an admissible localization radius is an immediate
consequence of the tubular neighborhood theorem, which in turn is facilitated by the regularity
of the domain boundary 0f).

For a construction of the wedges, we only have to provide a definition for the vectors X7jE Xox
and X3, A possible choice is the following. Fix t € [0,7] and let {c(¢)} = T.(t). The desired
unit vectors are obtained through rotation of the inward-pointing unit normal nsq(c(t)). Note
that (nag(c(t)), ny, (c(t),t)) form an orthonormal basis of R? thanks to the contact angle

condition (2.33). We then let X7 (t) be the unique unit vector with X7 (t) - naq(c(t)) = §

as well as sign(X%_ (t) -nlv(c(t),t)) = +1. Similarly, X+(t) represents the unique unit vector
with Xz (t) - noo(c(t)) = § and sign( Xz (t) - nr, (c(t), 1)) = 1. Finally, X, (t) denotes

the unique unit vector with Xg () - noo(c(t)) = —1 and sign(Xg(t) -y, (c(t), t)> = +1. For
an illustration, we refer again to Figure 2.1.

The wedges W (t), ;ﬁ(t) and Wi (t) may now be defined through the right hand
sides of (2.119), (2.120) and (2.121), respectively. The properties (2.123)—(2.128) are then
obviously valid for sufficiently small radii as a consequence of the regularity of the domain
boundary 0f2, the regularity of the interface I, due to Definition 10 of a strong solution, as
well as the 90° contact angle condition (2.33). O

A main step in the construction of a contact point extension of the interface unit normal
consists of perturbing the bulk construction of Section 2.4 by introducing suitable tangential
terms, cf. Subsection 2.5.2 below. (This in turn becomes necessary due to the boundary
constraint ngq - £¢ = 0 along 052.) To this end, the following constructions and formulas will
be of frequent use.

Lemma 19. Let the assumptions and notation of Definition 13 and Definition 17 be in place.
Let r. be an admissible localization radius of a contact point T. and let i € T such that i ~ c.
Define N;.(Q) := Usepon (Brc(ﬁ(t)) N ﬁ) x{t}. We fix unit-length tangential vector
fields 71, resp. Toq along N, .(Q) NT; resp. OS2 with orientation chosen such that 71, = —nasq
resp. Toq = ny, hold true at the contact point T.. We then define extensions

P Nieo(Q) Nim(W7) = SY - (2,) = 71, (Pr (2, 1), 1),
Toq - lm(\I’aQ> — Sl, T 7~'3Q(P@Q($)),

I

v
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Figure 2.3: Orientation of normal and tangential vectors at 7.

Then, it holds 11, € CPC2(N,, () Nim(¥7)) N CLCUN,. () Nim(¥7)) as well as
Toa € C2(im(Wyq)). Moreover,

anv = _HIUTIU X 71, + O(diSt(~, 7:)) in Nrc,c(Q> N lm(\I]TZ), (2129)
V1, = Hing, @ 11, + O(dist(+, 7;)) in Ny, o(Q) Nim(¥7). (2.130)

v

Analogous formulas hold on im(Wyq) for the orthonormal frame (naq, Taq).

Proof. By the choice of the orientations, there exists a constant matrix R representing rotation
by 90° so that n;, = R7;, and ngg = R7yq. The regularity of the tangential fields 7;, and 79
thus follows from Definition 13 and Definition 17, respectively. Moreover, the formula (2.130)
simply follows from (2.129) and the product rule. For a proof of (2.129), note first that
(ng, - V)ng, = V3|ng,|* =0 and, as a consequence of Vny, = VZs7, being symmetric, that
(Vng,)"ng, = (ng, - V)ng, = 0. The only surviving component of Vn;, is thus the one in
the direction of 7;, ® 77,, which on the interface in turn evaluates to —H;,, see (2.108). The
regularity of the map H;, from Definition 13 then entails (2.129). Of course, the exact same
argument works in terms of the orthonormal frame (ngq, 790). O

The values of a contact point extension in the sense of Proposition 16 are highly constrained
along the domain boundary 99 (i.e., ngq - £ = 0) or along the interface 7; (i.e., £ = ny,),
respectively. This will be reflected in the construction by stitching together certain local
building blocks (i.e., {5 and &5, see Subsection 2.5.2 below) which in turn take care of these
restrictions on an individual basis (i.e., noq - {5, = 0 along 09, or (& = ny, along Tj, in the
vicinity of the contact point). These local building blocks will be unified into a single vector
field by interpolation (see Subsection 2.5.3 below). With this in mind, it is of no surprise that
compatibility conditions (including a higher-order one) at the contact point are needed to
implement this procedure. Indeed, recall from Proposition 16 that a contact point extension
requires a certain amount of regularity in combination with a control on its time evolution. We
therefore collect for reference purposes the necessary compatibility conditions in the following
result.

Lemma 20. Let the assumptions and notation of Definition 13, Definition 17 and Lemma 19
be in place. Then it holds

n, () = Tea(),  7r,(-t) = —naal(-) at T,(t), t € [0, 7],  (2.131)
(72,(,1) - V) (nr, - 0) (-, 1) = Haa()(nr, -v)( 1) at To(t), t € [0,T].  (2.132)
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Proof. The relations (2.131) are immediate from the choices made in the statement of
Lemma 19. Let {c(t)} = T.(t) for all ¢ € [0,7]. The compatibility condition (2.132)
follows from differentiating in time the condition ny, (c(t),t) = 7oa(c(t)). Indeed, one one
side we may compute by means of the chain rule, the analogue of (2.130) for 75q, (2.131),

and Le(t) = (ny, (c(t), ) - v(c(t), £) )nu, (c(t), 1) that

Si7oa(e(6) = Honle(0)) (o1, (c(t),6) - o(e(2), ) o c(0).

On the other side, it follows from an application of the chain rule, the formula (2.129), the

previous expression of Lc(t), Oys7: (-, t) = —ny, (-, t) - v(Pr (-, t),t), as well as nj, = Vs7; that

S (elt), 1) = (i el0), 1) 7) (s, - 0) elt), By, (). ).

The second condition of (2.131) together with the previous two displays thus imply the
compatibility condition (2.132) as asserted. O

2.5.2 Construction and properties of local building blocks

We have everything in place to proceed on with the first major step in the construction of
a contact point extension in the sense of Proposition 16. We define auxiliary extensions &7
resp. &5, of the unit normal vector field in the space-time domains N, .(2) Nim(¥7;) resp.
N () N (Im(Tyq) x[0,T]). In other words, we construct the extensions separately in the
regions close to the interface or close to the boundary (but always near to the contact point).

Definition and regularity properties of local building blocks for the extension of the
unit normal

A suitable ansatz for the two vector fields £ and &5, may be provided as follows.

Construction 21. Let the assumptions and notation of Definition 13, Definition 17 and
Lemma 19 be in place. Expressing {c(t)} = T.(t) for all t € [0,T], we define coefficients

ar: N Q) Nim(Vr) = R, (z,t) = —Haq(c(t), ), (2.133)
aon: No o) N (Im(Woq) x[0,T]) = R, (x,t) — —Hp,(c(t),t). (2.134)

Based on these coefficient functions, we then define extensions
& Nro( @ Nim(U7) = B2, &gt Ny o(Q) N (im(Waq) x [0, T]) — R

of the normal vector field n;, by means of an expansion ansatz

1
§. = mng, + an ST, — Ea%s%—inh, (2.135)
1
£ 1= Ton + QanSsanaq — 50[?998?997’3(2. (2.136)

Regularity properties of - and §jq, in particular compatibility up to first order at the contact
point, are the content of the following result.
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Lemma 22. Let the assumptions and notation of Construction 21 be in place. Then
the auxiliary vector fields satisfy (5 € (CPC2 N CLCY)( Ny, () Nim(¥7)) and 5o €
(CPC2NCLCY(N,, () N (im(Pyq) %[0, TY])), with corresponding estimates for k € {0,1,2}

VAL + 105 < C, on N, o(Q) Nim(¥7,), (2.137)
[VEal +10i€6al < C. on N, o(Q) N (im(Waq) x[0, T7). (2.138)

Moreover, the constructions are compatible to first order at the contact point in the sense that

§n.(1) = Gal 1), VER (1) = V& (1) at Te(l), t € [0,T]. (2.139)

Proof. Step 1 (Regularity estimates): Note first that ar,apn € C}([0,T]) due to the
regularity of the maps H;, resp. Hyq from (2.108) resp. (2.118). The asserted bounds (2.137)
and (2.138) for the derivatives of the vector fields {& and {§, can thus be inferred from the
definitions (2.135) and (2.136) in combination with the regularity of s7., n;, from Definition 13,
the regularity of sgq, noq from Definition 17, as well as the regularity of 7;,, T5q from Lemma 19.

Step 2 (First order compatibility at the contact point): The zeroth order condition of (2.139) is a
direct consequence of the definitions (2.135) and (2.136) in combination with the compatibility
condition (2.131). In order to prove the first order condition, it directly follows from (2.129)-
(2.130) and their analogues for the frame (nsq, 7sa), as well as the definitions (2.135)
and (2.136) that

V& = —Hyp, 1, @ 11, + oy, @ ng, + O(dist(-, T7)), (2.140)
Vésa = Hoanoa @ Taa + asanan @ naa + O(dist(-, 09)). (2.141)

Finally, since we have (2.131) due to the conventions adopted, using (2.133) and (2.134) we
can deduce the first order compatibility condition of (2.139). O

Evolution equations for local building blocks

The following lemma provides the approximate evolution equations for our local constructions -
and &5, which will eventually lead us to (2.113)—(2.114).

Lemma 23. Let the assumptions and notation of Construction 21 be in place. Then it holds

05 + (v- V)ES + (Id —£5 ® €5) (Vo) Tes = O(dist(-, 7)), (2.142)
OEE) + (v V)€ = O(dist® (-, T7)), (2.143)
11— |5 *| = O(dist™(-, T7)) (2.144)

throughout the space-time domain N,._.(2) Nim(¥1,). Moreover, we have

Oulhot(v - V)Eha+(Id =50 ® £50) (VV) &G = O(dist (-, 0Q) V dist(-, Tc)),  (2.145)
0l&hal® + (v - V)|g5al* = O(dist’ (-, 09)), (2.146)
1= [€5all = O(dist™(-, 09)) (2.147)

throughout the space-time domain N, .(£2) N (im(\llag) x [0, T])
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Proof. Step 1 (Proof of (2.142)): Note that because of the definitions (2.109) and (2.135),
it holds & = &' + az;57,77, — 30%-s7-ny,. Since we already proved (2.111), we only need to
show that

ar, (Ops1 )11, + ag, (v - Vsr)1, = O(dist(-, T;)).

However, the above relation is an immediate consequence of the identity O;s7(z,t) =
—<U(P7;(x,t), t)- V)Sﬂ(l’,t) and the regularity of v, see Definition 10 of a strong solution,
through a Lipschitz estimate. This proves (2.142).

Step 2 (Proof of (2.145)): From the definition (2.136) and asq € C([0, T)) it directly follows

b0 = (Oravn)saanaa = O(dist(-, 09)).

Having &, = Ton + qaasaanan — 303assaToq, cf. the definition (2.136), it follows from
Vsea = naq, the analogues of (2.129)—(2.130) for the frame (ngq, Toq), as well as the
boundary condition v - ngg = 0 along 02 that

(v- V)& = (v - V) (Taa + asassansa) + O(dist(-, 02))
= (v Ta0) a0 - (HaaTan @ naa + asnnan @ naa) + O(dist(-, 0))
= (’U . TaQ)H@gnaQ + O(diSt(', GQ))

Moreover, based on &5, = Taq + O(dist(-,012)) due to (2.136), v(c(t),t) = (v(c(t),t) :
nfv(c(t),t)>n[v(c(t),t) along the moving contact point {¢(t)} = 7.(t), the formula (2.129),
and the compatibility conditions (2.131)—(2.132) we infer that

(Id —&5q ® &50) (V) &5
= (Id =790 @ Toa) (V) "Taq + O(dist(-, 612))
= (Ta0 - (naa - V)v)naq + O(dlst( ,00))
—(nr(e(t),1) - (71,(c(t), £) - V)v(c(t), 1) )noq + O(dist(-, 0Q) V dist(-, T2))
- _((n (c(t), 1) - V)(v ) (e(), 1) ) g + O(dist(-, Q) v dist(-, 7))
—(v - T90) Haanaa + O(dist(+,0Q) V dist(+, 7).

Hence, the estimate (2.145) follows as a consequence of the previous three displays.

Step 3 (Proof of (2.143)—(2.144) and (2.146)—(2.147)): Simply note that (2.143)—(2.144) as
well as (2.146)—(2.147) directly follow from the definitions (2.135) resp. (2.136) of the vector
field §7- resp. the vector field 5, in form of

1 2 1
67,17 = (1—2(1%5%) +afsy, = 1+ Jagsy, (2.148)
c |2 L, 5\? 2 2 Ly 4
€50l” = 1_50439539 + ahnShn = 1+ Z()éaQSaQ. (2.149)
This concludes the proof of Lemma 23. O
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2.5.3 From building blocks to contact point extensions by
interpolation

As we discussed in the previous subsections, the auxiliary vector fields £%. and &5, provide main
building block for a contact point extension of the interface unit normal near the connected
interface 7; or near the domain boundary 0f2, respectively. More precisely, we will make use
of the auxiliary vector field {5 on the wedges Wz U Wéi U WS-, and of the auxiliary vector

v

field £5;, on the wedges Wy  UW,5  UWE. UWE_. Note that this is indeed admissible thanks

to the inclusions (2.124), (2.126) and (2.127). As the domains of definition for the auxiliary
vector fields overlap, we adopt an interpolation procedure on the interpolation wedges W ..
To this end, we first define suitable interpolation functions.

Lemma 24. Let the assumptions and notation of Definition 17 be in place. Then there exists
a pair of interpolation functions

MU (Wee\T®) x4t} — [0,1]

t€[0,7]

which satisfies the following list of properties:

i) On the boundary of the interpolation wedges W . intersected with B, (7.), the values
of A\ and its derivatives up to second order are given by

AE( 1) =0 on (W= (t) W3 (1) \ Te(t),  (2.150)
AE( ) =1 on (Wg=(t) N WS (1)) \ Ta(t), (2.151)
VAL (1) =0, on (WG (1) N Bro(T(t)) \ Ta(t),  (2.152)
VANE(, 1) =0, ONE( 1) =0 on (OWgs(t) N By (Te(t)) \ Te(t)  (2.153)
for all t € [0,T).
i) There exists a constant C' such that the estimates
O (O] + [VAZ (1) < Cldist(-, Te(t))| (2.154)
VO (1) + [V2AZ (-, 8)] < O dist (-, Te(t))] 2 (2.155)
hold true on W (t) \ To(t) for all t € [0,T).
iii) We have an improved estimate on the advective derivative in form of
OXE(C ) + (v V)AE | < C (2.156)

on Wi (t) \ Te(t) for all t € 0, T).

Proof. We fix a smooth function A: R — [0,1] such that A = 0 on [2,00) and A=1on
(=00, 5]. Recall the representation (2.120) of the interpolation wedges W+, and that their
opening angle is determined via X7 - Xg+ = cos(m/6) along 7Te, see (2.122). We then define

a function A\: [—=1,1] — [0,1] by A(u) := )\(#&/@), and set

~x—c(t)
|z —c(t)]

ME(,t) = A(X%_(t) ) te[0,T], 2 € W (t) \ To(t).
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2.5. Extension of the interface unit normal at a 90° contact point

The assertions of the first two items of Lemma 24 are now immediate consequences of the
definitions due to 4 X7 € C°([0,T]), cf. Definition 17.

It remains to prove the estimate (2.156) on the advective derivative. To this end, abbreviat-

ing u® 1= X7 (t) - |x c8| we compute

x—c(t)
!ﬁ—C(t)!

ONE(w,8) = N (™) XE() - O

(? + X (u®)

! (0)]

d

— N () XE( (Id )

(W X7 () |xc)| \xc |mc]d
+

S )f_i& CXE

_ ic(t) V) AE (2, ) + N (u®)
dt

d
&X%- (t)

x—c(t)
|z —c(t)]

d
: EX% (t).

This in turn yields the asserted estimate (2.156) due to 4 X7 € C°([0,T7), cf. Definition 17,
de(t) =v(c(t),t), and a Lipschitz estimate based on the regularity of the fluid velocity v from
Definition 10 (which counteracts the blow-up (2.154) of VAE). This concludes the proof. [J

We have by now everything in place to state the definition of a vector field which in the end
will give rise to a contact point extension of the interface unit normal in the precise sense of
Proposition 16.

Construction 25. Let the assumptions and notation of Definition 17, Construction 21 and
Lemma 24 be in place. In particular, let r. € (0,1] be an admissible localization radius for the
contact point .. We define a vector field

£ N.o(2) = R

on the space-time domain N, () := Uco.1 (BTC( )N Q) x{t} as follows (recall the
decomposition (2.123) of the neighborhood B,.(T.(t)) N Q):

£ () on Wg(t)NQ,
gc("t) = ggﬁ(aﬂ on W;&f@) ﬂﬁ, (2157)

NECDEG (1) + (1= (1)) €a (1) on Woe () \ Te(t) N QY

for all t € [0,T]. Note that the vector field Ec is not yet normalized to unit length, which is
the reason for denoting it by £¢ instead of £¢. Observe also that (2.157) is well-defined in
view of the inclusions (2.124), (2.126) and (2.127).

2.5.4 Proof of Proposition 16

The proof proceeds in several steps. We first establish the required properties in terms of
the vector field £¢. The penultimate step is devoted to fixing 7. € (0,7, such that [£¢| > %

£° _150 € S' throughout N () and transfer the

properties of EC to £°. Finally, in the last step we verify the asserted compatibility conditions
between a contact point extension and a bulk extension of the interface unit normal.

on N (), so that one may define £ :=
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Step 1: Regularity of £ and properties i)iii). Because of the inclusion (2.124) as well as
the definitions (2.135) and (2.157), it follows that £°(-,t) = ny, (-, ¢) along T;(¢) N B, (Ta(t))
for all ¢ € [0, T]. By the same reasons, relying also on & = &' + ags7,77, — 303-55-ny,, cf.
the definitions (2.109) and (2.135), Vs7 = ny, and (2.110), we deduce that V - £(-, 1) =
—Hyp, (-, t) along 7;(t) N B, (7.(t)) for all t € [0,T]. Moreover, in view of the inclusion (2.125)
as well as the definitions (2.136) and (2.157), we obtain £°(-,£) - ngq = Toq - noq = 0 along
B, (T.(t)) N 0. This yields the asserted properties i)—iii) of a contact point extension in
terms of 56 on scale r..

The vector fields £°, 8,£¢, VE¢ and V2£° exist in a pointwise sense and are continuous
throughout AV, .(€2) \ 7z due to the definition (2.157) of £°, the regularity of the local building
blocks §%- and &5, as provided by Lemma 22, as well as the regularity of the interpolation
parameter A\ from Lemma 24. Note in this context that no jumps occur across the boundaries
of the interpolation wedges as a consequence of the conditions (2.150)—(2.153). It remains to
prove the bounds

O, )| + VR, )] < C on (B (T.(D)\ T.) NQ (2.158)

for k € {0,1,2}, for all t € [0,T] and some constant C' > 0.

In the wedges W and Waig’c containing the interface or the boundary of the domain, re-
spectively, the estimate follows directly from the estimates (2.137)—(2.138) and the defini-
tion (2.157). On interpolation wedges .., we compute recalling (2.157)

DE° = A0S + (1-XND) i + (65 —E0) AT
VE = NEVES + (1-A0) Vi + (65, —E5a) © VAT,
VI = NIV + (1-AD) V285, + (VA ® VY)(§7,~850) + (67, —E5a) @ VAAT.

Then we recall the bounds (2.154) and (2.155) for the derivatives of the interpolation functions,
the estimates (2.137) and (2.138) as well as the compatibility conditions (2.139) for the auxiliary
vector fields {5 and &5,. Feeding these into the previous display establishes (2.158) on the
interpolation wedges.

Step 2: Evolution equation in terms of EC. We claim that

8,550 + (U : V)gc + (VU)TEC = O<dISt(7 72)) in M"(;,C(Q)' (2159)

The validity of (2.159) on the wedges ¢ and Wis© follows directly from the estimates (2.142)
resp. (2.145), the definition (2.157) and the bound (2.128). Hence, we only need to prove
the bound (2.159) on the interpolation wedges W

To this end, recall first that on the interpolation wedges Wci the distance with respect to the
contact point 7, or the distance with respect to the domaln boundary J€2 is dominated by
the distance to the connected interface 7;, see (2.128). Writing £¢ = & + (1-25)(&50—55).

and resp. £° = €5, + AE(&5 —€50), we then immediately see that

£ E =€ @6+ O(dist (4, Tr)), (2.160)
é\c ® é\c = &g ® g + O(dist? (-, 7)), (2.161)
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2.5. Extension of the interface unit normal at a 90° contact point

due to compatibility (2.139) up to first order at the contact point 7., and the regularity
estimates (2.137)—(2.138). Using the product rule and the definition (2.157) of £ on W,
we thus obtain :
K" + (v VIE + (Id =€ ® €) (Vo) T¢°
= A0+ (v- V) + (Id =&, @ &5)(Vo) ") &, (2.162)
+ (1= 250+ (v V) + (1d =€ ® &) (Vo)) &5
+ (0T + (v VIAD)(ER; — o) + O(dist? (-, T5)).
Hence, we obtain (2.159) on interpolation wedges as a consequence of the estimates (2.142)

resp. (2.145), the bound (2.156) on the advective derivative of the interpolation parameter,
as well as the compatibility condition (2.139).

Step 3: We next claim that

~

&[* = odist(-, 7)) NN, (2163)
2’ — O(dist(-, T7) in N, (). (2.164)

al& " + (v V)

viE

Outside of interpolation wedges, both claims are already established in view of the esti-
mates (2.143)—(2.144) resp. (2.146)—(2.147), the estimate (2.128) as well as the defini-
tion (2.157). Using the latter, we may compute on interpolation wedges Wi+

€ — 1= MEX(|5 P = 1) + (1 = MD)2(|€6l> — 1) (2.165)
205 (1 - A5)(E5 - €5 — 1),
and thus
(0w - V)€ = (0w - V) (V2165 PN 50 > + 225 (1-25))

+ (&5 - Ea—1) (Ot (v - V) (2AF(1-27)) (2.166)
+ 251X (B (v - V) (€5 - E5a—1)-

Because of (2.143)—(2.144) and (2.146)—(2.147), the first right hand side term of (2.166) is
of required order. For an estimate of the second and third right hand side term of (2.166),
observe that it suffices to prove &5 - £5q—1 = O(dist*(-, T;)) on interpolation wedges as the
advective derivative of the interpolation parameter is bounded, see (2.156). However, it follows
immediately from the definitions (2.135) and (2.136), the formulas (2.140) and (2.141), as
well as the compatibility condition (2.139), that at the contact point 7. it holds {5 - £5q = 1,
(VE) TS = 0 and (VE5,) TS = 0. Hence, &5 - £5q—1 = O(dist?(+, T;)) is a consequence
of a Lipschitz estimate making use of the estimates (2.137)—(2.138) and the bound (2.128).

In summary, the above arguments upgrade (2.166) to (2.163), and analogous considerations
based on (2.165) also entail (2.164) on interpolation wedges.

Step 4: Choice of 7. and definition of the normalized vector field {°. By the definition (2.157)
of the vector field £ we have [€°(-,t)| = 1 on B, (7.(t)) N (0QU T;(t)) for all t € [0,T]. Due
to its Lipschitz continuity, see Step 1 of the proof, we may choose a radius 7. < r. such
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~ =1~
gc fc c Sl
throughout J\/’¢C7C(Q), so that it remains to argue that the properties of EC are inherited by &°.

that |¢¢] > 3 holds true in the space-time domain ;. (). We then define £° :=

Since £¢(-, 1) = £(-,t) on B, (To(t))N(IQUT;(t)) for all t € [0,T], it immediately follows that
£°(-,t) = ng, (-, t) along Ti(t) N Bz (Tc(t)) as well as £° (-,t) -naqa(-) = 0 along 90N Bx. (Tc(t))
for all t € [0,T]. Moreover, V- £° = |€|71V . £° — © W‘i ® 5o that V- ¢° = —Hy, (-, t) holds
true on T;(t) N B (7.(t)) for all t € [0, T] because of (2.164), the validity of this equation in
terms of £¢, and the fact that |£(-, ¢)| = 1 on T;(t) N By (Tc(t)) for all t € [0,T]. In summary,
properties ii)—iii) are satisfied.

~ =1~

£ &
and the fact that the vector field £ already satisfies it as argued in Step 1 of this proof.
Since £° € S' throughout N, (€2), (2.114) holds true for trivial reasons. For a proof of (2.113),

one may argue as follows. Recalling that |¢¢] > + holds true in N5, (), adding zero and
using the product rule yields

08"+ (v- V)€ + (Id =€ @ &) (V )ch
= 0+ (v- V)E + (Id =& @ £) (Vo) Te* — (1 - &) (€ @ £)(Vo) ¢

|“(atgc (v V)E + (1d & & &) (Vo) &) - Qécp(aw (- V)EP)
— (1= |&)(€° ® ) (V)¢

throughout NV, .(€2). Observe that the first right hand side term is estimated by (2.159), the

second by (2.163), and the third by a Lipschitz estimate based on the fact [£°(-,)] = 1 along
Ti(t) N By (Te(t)) for all t € [0, T]. Hence, (2.113) holds true.

The required regularity is obtained by the choice of the radius 7., the definition £¢ :=

Step 5: Contact point extensions as perturbations of bulk extensions. As a preparation for the
proof of the compatability estimates, we claim that

ce—£¢| < O dist?(-, 7). (2.167)

Note that because of the definition (2.157), the compatibility conditions (2.139) at the contact
point, the regularity estimates (2.137)—(2.138) for the local building blocks, the controlled
blow-up (2.154), the coercivity estimate (2.144), and the estimate (2.128), it holds

gL o (& V)Er _(5%,;6?)50 + O(dist (-, T7))

€] €<
_ & V)&q + O(dist(-, 7;)) = O(dist(-, T;))-

€ep?

Hence, the asserted estimate (2.167) follows from ge—€° = (|€°|"1=1)&°, the fact that
€°(-,t) =&°(-,t) = ny, (-, t) along the local interface patch T;(t) N B~.(7.(t)) for all t € [0,T],
and the previous display.

We exploit (2.167) as follows. Within the interface wedge W, it now follows from the
definitions (2.109), (2.135) and (2.157) that

- =¢ -+ O(dist*(-, T3)) = aps7,71, — 50%8%711” + O(dist?(-, T7)).
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Within interpolation wedges, we have the same representation thanks to the first-order
compatibility (2.139) in form of

- =&~ ¢+ 0(dist*(Th))
= (&5 — &) + (1-2)) (&g — £7) + O(dist® (-, Tr))
= Q7 ST TI, — ;a%s%—inh + O(dist?(-, T7)).

In particular, the compatibility bounds (2.115) and (2.116) are satisfied within interface and
interpolation wedges, respectively. O

2.6 Existence of boundary adapted extensions of the
unit normal

2.6.1 From local to global extensions

The idea for proving Proposition 7 consists of stitching together the local extensions from
the previous two sections by means of a suitable partition of unity on the interface I,,. For a
construction of the latter, recall first the decomposition of the interface I, into its topological
features, namely, the connected components of I, N €2 and the connected components of
I, N 0N2. Denoting by N € N the total number of such topological features present in the
interface I, we split {1,..., N} =: Z U C by means of two disjoint subsets. Here, the subset
7 enumerates the space-time connected components of I, N Q) (being time-evolving connected
interfaces), whereas the subset C enumerates the space-time connected components of 7, N0
(being time-evolving contact points). If i € Z, we let T; C I, denote the space-time trajectory
in € of the corresponding connected interface. Furthermore, for every ¢ € C we write 7.
representing the space-time trajectory in 9€) of the corresponding contact point. Finally, let
us write ¢ ~ ¢ for i € Z and ¢ € C if and only if 7; ends at 7; otherwise i ¢ c.

Lemma 26 (Construction of a partition of unity). Let d = 2, and let O C R? be a
bounded domain with orientable and smooth boundary. Let (x,,v) be a strong solution to
the incompressible Navier—Stokes equation for two fluids in the sense of Definition 10 on a
time interval [0, T]. For each i € T let r; be the localization radius of Definition 13, and for
each c € C denote by 7. the localization radius of Proposition 16. There then exists a family
(M, ...,mn) of cutoff functions

N R2x [0,T] —[0,1], ne€{l,...,N},
with the regularity n, € (CYC? N CLCY) (R2>< 0,71\ U 7;), (2.168)

ceC

and a localization radius 7 € (0, min;ez r; A mingcc 7.), which together are subject to the
following list of conditions:

= The family (n1,...,nx) is a partition of unity along the interface I,. Defining a bulk

cutoff by means of nyu == 1 — Zi:;l N, it holds ik € [0,1]. On top we have coercivity
estimates in form of

1

a(distQ(-, L) A1) < e < C(dist?(-, ) A 1) in R? x [0, 7], (2.169)

IVipak| < C(dist(-, I,) A1) in R? x [0, T, (2.170)
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= for all two-phase interfaces © € T it holds
suppn; (-, t) C Ur(T;(¢)x{t}x[—7,7]) forall t €[0,T], (2.171)

with W7 denoting the change of variables from Definition 13. For contact points c € C, it
is required that

supp 7.(+,t) C B?(ﬁ(t)) for all t € [0,T). (2.172)

= For all distinct two-phase interfaces i,1 € T it holds
supp ; (-, t) Nsuppny (-, 1) =0 for all t € [0,T). (2.173)
The same is required for all distinct contact points ¢, € T

supp (-, t) Nsuppne (-, t) =0 for all t € [0,T). (2.174)

= Let a two-phase interface i € T and a contact point ¢ € C be fixed. Then suppmn; N
suppn. # 0 if and only if i ~ ¢, and in that case it holds

supp i+, £) Nsuppne(-, 1) C Ba(To(t)) N (Wi () U Wi (1)) (2.175)

for all t € [0, T], with the wedges W and W introduced in Definition 17.

Proof. The proof proceeds in several steps.

Step 1: (Definition of auxiliary cutoff functions) Fix a smooth cutoff function §: R — [0, 1]

with the properties that 6(r) =1 for |r| < £ and 6(r) = 0 for |r| > 1. Define
¢(r):==(1—=r*)0(*), rekR. (2.176)

Based on this quadratic profile, we may introduce two classes of cutoff functions associated to
the two different natures of topological features present in the interface I,. To this end, let
7 € (0, min;er 7; A mingec 7). Moreover, let § € (0, 1] be a constant. Both constants 7 and
0 will be determined in the course of the proof.

For two-phase interfaces 7; C I,,, i € Z, we may then define

Cilz,t) == g“(SdiSt(gf(’f))), (w,t) € im(U7) = U (Tix (=24, 2rs) ) (2.177)

where the change of variables W7, and the associated signed distance sdist(-, 7;) are from
Definition 13 of the admissible localization radius r;. Furthermore, for contact points 7,
c € C, we define

G, t) = g(dlSt(“;j(t))) (z,1) € R? x [0, 7). (2.178)

Step 2: (Choice of the constant 7 € (0, min;ez r; A min.cc 7)) It is a consequence of the
uniform regularity of the interface I, in space-time that one may choose 7 € (0, min;ez r; A
min.cc 7.) small enough such that the following localization properties hold true

Uy (Ti(6) < {t} < [=F, 7)) N U, (To () x {thx [-7, 7)) =0 Vi’ € T, i 1, (2.179)
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U (T < {3 x[—7,7]) N BA(Te(t)) £0 < JeeCii~e,  (2.180)

BAT.(t)) N Bx(T«(t)) =0 Ve, €C, ¢ #c. (2.181)

T

~

forallt € [0,7] and all i € T.

Step 3: (Construction of the partition of unity, part 1) We start with the construction of the
cutoffs n; for two-phase interfaces i € Z. Away from contact points, we set

mi(e,t) =Gl t), (e.t) € m@r)\U U B(To(t)) {1}, (2.182)

ceC t'€(0,T]
which is well-defined due to the choice of 7.

Assume now there exists ¢ € C such that i ~ c. Recall from Definition 17 of the admissible
localization radius 7. that for all ¢t € [0,7] we decomposed Q2 N B, (7.(t)) by means of five
pairwise disjoint open wedges W55 (1), W5 (1), ok (t) C R?. In the wedge W containing
the two-phase interface 7; C I,, we define

(1) = (1 — G, 1)) (w0, 1), e U (B(T®) nWs () x{t}. (2183

t’e[o T)

This is indeed well-defined by the choice of 7 and having

By (Te(t)) N W (t) C W (Tilt) < {t}x (=2re, 2re))

for all t € [0,T]; the latter in turn being a consequence of Definition 17 of the admissible
localization radius 7.

Within the ball B~(7.(t)), we aim to restrict the support of 7;(-,t) to the region B~(7.(¢)) N
(W%( U Wci( )) for all t € [0,T). This will be done by means of the interpolation functions
AE of Lemma '24. 'Recall in this context the convention that AE(+,t) was set equal to one on
(QWKCZ%( ) NOWL(t )) \ 7(t) and set equal to zero on (8W5vi( ) N AW (t )) \ () for all
t € [0,T]. In particular, we may define in the interpolation wedges chﬁ

(1) 1= A (2, 8)(1 = o, 8)) G, ), (2.184)
(z,t) € L[J ]( (7o) N W (1) x{t'}.

Again, this is well-defined because of the choice of 7 and the fact that
By (Te(8)) O W (8) C Wy (Ti(t) x {2} x (=2, 2rc))

for all ¢ € [0,7] due to Definition 17 of the admissible localization radius 7.

Outside of the space-time domains appearing in the definitions (2.182)—(2.184), we simply set
71; equal to zero.

In view of the definitions (2.176)—(2.178) and the definitions (2.182)—(2.184), it now suffices
to choose § € (0, 1] sufficiently small such that (2.171) holds true, and in case there exists
¢ € C such that ¢ ~ ¢ one may on top achieve

supp (-, ) N By(To(t)) © BAT(1) N (Wi (6) U W (1)) (2.185)
for all ¢t € [0,T]. Moreover, in light of (2.171) and (2.179) we also obtain (2.173).
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Step 4: (Construction of the partition of unity, part I1|) We proceed with the construction
of the cutoffs 7. for contact points ¢ € C. To this end, let © € Z be the unique two-phase
interface such that ¢ ~ c. In the wedge W containing the two-phase interface 7; C I, we set

ne(,t) = G, )G, 1), (1) € | (BA(T)) n Wi () < {t'}, (2.186)

t'€[0,T]
which is well-defined based on the same reason as for (2.183).

Moreover, in the interpolation wedges (. we define

ne(w,t) 7= A3 (2, 8)Ce(, 1) G, ) + (1 = NF (2, 1)) el 1), (2.187)
(z,t) € L[j ]( (7o) N W (1) x{t'}.

By the same argument as for (2.184), this is again well-defined.

Outside of the space-time domains appearing in the previous two definitions we simply set
7Ne := (.. In particular, we register for reference purposes that

ne(,t) = G, t), (w,t) € | (Bo(Te()) \ (Wi (#) UWge(1))) < {t'}.  (2.188)

t'€[0,T]

It now immediately follows from the definition (2.178) that (2.172) is satisfied. In particular,
for pairs i € Z and ¢ € C such that i ~ ¢, suppn; Nsupp 7. # ) and we obtain (2.175) as an
update of (2.185). Moreover, by (2.172) and (2.181) we deduce the validity of (2.174). In
the case of pairs i € Z and ¢ € C with i o ¢, due to (2.180), (2.171) and (2.172), we can
conclude that suppn; N suppn. = 0.

Step 5: (Partition of unity property along the interface) Fix t € [0, 7], and consider first the
case of x € I,(t) \ Uecc Br(7T:(t)). The combination of the support properties (2.171) and
(2.172) with the localization property (2.179) implies there exists a unique two-phase interface
iy = iy(x) € T such that SN n,(z,t) = n;, (z,t). Hence, we may deduce from (2.182) that
SN ma(z,t) =1forall t € [0,T) and all z € I,,(t) \ Upee B(Te(t)).

Fix a contact point ¢ € C and a point x € [,,(t)NBx(7.(t)). Let ¢ € Z be the unique two-phase
interface such that i ~ ¢. By the support properties (2.171) and (2.172) in combination with
the localization properties (2.179)—(2.181) it follows that > n,(z,t) = n.(z,t) + ni(z, t).
In particular Y 1, (2, ) = 1 due to the definitions (2.183) and (2.186). The two discussed
cases thus imply that

Znn(x,t)zl, (z,t)e | L) x{t'}. (2.189)

t'€[0,T7]

Step 6: (Regularity) Outside of interpolation wedges, the required regularity is an immediate
consequence of the uniform regularity of the interface I, and the definitions (2.182), (2.183),
(2.186) and (2.187).

In interpolation wedges, one has to argue based on the definitions (2.184) and (2.187). In
terms of regularity, the critical cases originating from an application of the product rule consist
of those when derivatives hit the interpolation parameter. However, the by (2.154)—(2.155)
controlled blow-up of the derivatives of the interpolation parameter is always counteracted
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by the presence of the term 1 — (. (cf. (2.184) and (2.187)) which is of second order in
the distance to the contact point due to (2.176) and (2.178). In other words, the required
regularity also holds true within interpolation wedges.

The two considered cases taken together entail the asserted regularity.

Step 7: (Estimate for the bulk cutoff) In the course of establishing the desired coercivity
estimates (2.169) and (2.170), we also convince ourselves of the fact that

Nouk = 1 — Z 1 € 10,1] (2.190)

n=1

throughout R? x [0, T']. By the support properties (2. 171 ) and (2.172), in both cases it suffices
to argue for points contained in W7, (7'( x{t}x[— ) \ Ueee B> ( )> or Bx(T.(t)) for
allieZ allceCandalltel0,T].

We start with the latter and fix i € Z as well as ¢ € [0,7]. Due to the localization
property (2.179) and subsequently plugging in (2.182), we get

Mot (- £) = 1=+, 1) = 1=G;(-, 1) in W (Ti()x {t} = [=7,7]) \ U Br(Te(r)).  (2.191)

ceC

The validity of (2.169), (2.170) and (2.190) in W (7i(t) x {t} x[~7, 7]) \ Ueec B(7e(t)) thus
follows immediately from definition (2.177).

Fix ¢ € C, and let i € Z be the unique two-phase interface with i ~ ¢. Due to (2.171), (2.172)
as well as (2.179)—(2.181) we have

Mot (1) = 1= 1, 1) = mi,) in Ba(Te(t)) 0 (Wi (6) U W5 (1)) (2.192)

Plugging in (2.183) and (2.186) or (2.184) and (2.187), respectively, yields

Moulk (-, 1) =1 —G(,t) in B?(Tc(t)) NWEL(?), (2.193)
as well as
Mo 1) = A A=G0) + A=A )A-G 1) in Bo(Te0)) 0 W (0).
(2.194)

Hence, we can infer by means of (2.177) and (2.178) that (2.169), (2.170) and (2.190) hold
true in the domain Bg(ﬁ(t)) N (W% (t) UWss (t)) Finally, we have

Moute(-,) = 1= 1e(, 1) = 1= C( ) in Ba(To()) \ (Wi() UWgs(1))  (2.195)

as a consequence of (2.171), (2.172), (2.179)—(2.181) and (2.188). The previous display in

turn implies (2.169), (2.170) and (2.190) in By(T.(t))\ (W, () UWS. (1)) because of (2.178).
This eventually concludes the proof of Lemma 26. O]

Construction 27 (From local to global extensions). Let d = 2, and let Q@ C R? be a
bounded domain with orientable and smooth boundary. Let (x,,v) be a strong solution to
the incompressible Navier—Stokes equation for two fluids in the sense of Definition 10 on a
time interval [0,T). Let (m,...,nxn) be a partition of unity along the interface I, as given by
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the proof of Lemma 26. For each two-phase interface i € T denote by & the bulk extension
of Proposition 15, and for each contact point ¢ € C let £&¢ be the contact point extension of
Proposition 16.

We then define a vector field £: Q2 x [0, T] — R? with regularity
¢ (cPezn o) (Qx[0, T\ (1, N (92x[0,T1))) (2.196)

by means of the formula
N
¢ = Znnfn. (2.197)
n=1

Before we proceed on with a proof of Proposition 7, we first deduce that the bulk cutoff 7,
of Lemma 26 is transported by the fluid velocity v up to an admissible error in the distance to
the interface of the strong solution.

Lemma 28 (Transport equation for bulk cutoff). Let d = 2, and let Q) C R? be a bounded
domain with orientable and smooth boundary. Let (x,,v) be a strong solution to the
incompressible Navier-Stokes equation for two fluids in the sense of Definition 10 on a time
interval [0, T]. Let (n1,...,nn) be a partition of unity along the interface I, as given by the
proof of Lemma 26.

The bulk cutoff nyuy = 1 — Zﬁf:l M. is then transported by the fluid velocity v to second
order in form of

10mbutc + (V- V)mpune] < C(1 Adist?(+, L)) in Q x [0,T]. (2.198)

Proof. Let ¥ € (0, 3] be the localization radius of Lemma 26. In view of the regularity
estimate (2.168) and the fact that

0\ ( U B(T.(t)u | im(\1f7;)> con{eeR: dist(z, L(t) > 7}

ceC 1€l
for all t € [0,7], it suffices to establish (2.198) within Q N U, (ﬁ(t)x{t}x[—?, ?]) \
Ueec B?(ﬁ(t)> or QN BAT7.(t)) foralli € Z, all c € C and all t € [0, T].

Step 1: (Estimate near the interface but away from contact points) Fix a two-phase interface
i € Z. As a consequence of the two identities in (2.191), we may compute

Opuik + (V- V) Npuie = —(@Q + (v - V)Cz‘) + Mou (v - V)G (2.199)

in QN Uy (ﬁ(t)x{t}x[—?, ?]) \ Ueec B¢(7Z(t)) for all t € [0, 7). Recall that the signed
distance to the two-phase interface 7; C I, is transported to first order by the fluid velocity v,
and that the profile ¢ from (2.176) is quadratic around the origin. Hence, by the chain rule
and the definition (2.177) we obtain

’atCi + (v V)G

< Cdist’(-,1,) in QN (Ti(t)x{t} x[-7,7]) (2.200)

for all t € [0,T]. Since we also have the coercivity estimate (2.169) for the bulk cutoff
at our disposal, we may thus upgrade (2.199) to (2.198) in Q@ N V1. (ﬁ(t)x{t}x[—?, ?]) \
Ueec By(ﬁ(?ﬁ)) for all t € [0, T7].
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Step 2: (Estimate near contact points, part 1) Fix ¢ € C, and denote by i € Z the unique
two-phase interface such that i ~ ¢. This step is devoted to the proof of (2.198) in the wedge
QN Bx(Tc(t)) N W4 (t) containing the interface 7;(t) C I,(t), t € [0,7]. Because of (2.192),
(2.193) and (2.197) we have

Opuik + (V- V) Npuie = —(&:Cz‘ + (v - V)Q) + Mok (v - V)G (2.201)

in QN BA(Te(t)) "W (t) for all t € [0, T]. Due to Definition 17 of the admissible localization
radius 7. and 7 < 7. by Lemma 26, it holds Bx(7:(t)) N W4 (t) C ¥, (ﬁ(t)x{t}x[—?, ?])
for all t € [0,77]. In particular, the estimate (2.200) is applicable in QN Bx(7:(t)) N W5.(t) for
all t € [0,T]. Hence, the estimate (2.200) in combination with the coercivity estimate (2.169)
for the bulk cutoff allow to deduce (2.198) from (2.201) in QN Bx(7:(t)) N W4 (t) for all
t € [0,T].

Step 3: (Estimate near contact points, part 1) Fix a contact point ¢ € C. The goal of this

step is to prove (2.198) in the wedges Q N B=(7,(t)) N W5 (t) containing the boundary 9
for all t € [0,T]. To this end, it follows from (2.195) and (2.197) that

OMbutk + (V- V) pui = _(8th + (v - V)C};) + Noui (v - V) (e (2.202)

in QN Bx(Ta(t)) N Wis(t) for all t € [0,T]. Note that because of (2.176) one can view the
profile (. from (2.178) as a smooth function of the contact point 7.. Performing a slight yet
convenient abuse of notation 7.(t) = {c(t)}, we obtain as a consequence of Lc(t) = v(c(t),t)
and an application of the chain rule that 9,(.(-,t) + (v(c(t),t) : V)CC(-, t) =0 at ¢(t) for all
t € [0,7T]. Furthermore, proceeding similarly as done in the proof of [45, Lemma 11], we can
also deduce that 0,(.(+,t) + (v(c(t),t) . V)Cc(-,t) =0in QN BAT7.(t)) for all t € [0,T]. By
the regularity of the fluid velocity v, this in turn implies by adding zero (and exploiting the
quadratic behaviour of the profile ¢ from (2.176) around the origin) that

100G+ (v- V)G| < Cdist®(, 7o) in QN BAT(t)) (2.203)

for all t € [0,T]. Since 7 < r. by Lemma 26, we can infer from Definition 17 of the admissible
localization radius 7. that dist(-,7.) is dominated by dist(-, [,) in Bx(7.(t)) N (Waidc(t) U

o (t)) for all t € [0, T]. Hence, we deduce from (2.203) that
0+ (v V)G

for all t € [0, T7]. Inserting the estimate (2.204) and the coercivity estimate (2.169) for the
bulk cutoff into (2.202) thus yields (2.198) in Q N B(T(t)) N Wise(t) for all t € [0, 7.

< Cdist®(-, 1) in QN BR(To(t) N (Wi (8) U Wi (#)) (2.204)

Step 4: (Estimate near contact points, part Ill) Fix ¢ € C, and denote by i € Z the unique
two-phase interface such that i ~ ¢. We aim to verify (2.198) in the interpolation wedges
QN BA(T(t)) N W5=(t) for all t € [0,T]. To this end, we may employ (2.192), (2.194)
and (2.197) to argue that

Otk + (V- V) ok

= _)‘ci{ (@Q + (v V)Q‘) — Mouik (V- V)Ci}
= 1=25{ (0% + @ 9)C) = mulv- V)6
+ (OAE + (- V)AE) (G = )

(2.205)
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in QN BA(T(t)) N W5+ (t) for all t € [0, T]. Due to Definition 17 of the admissible localization
radius 7. and 7 < r. by Lemma 26, it holds Bx(7.(t)) N W5« (t) C ¥, (ﬁ(t)x{t}x[—?, ?])
for all t € [0, T]. The estimates (2.200) and (2.169) therefore imply that the first term on

the right hand side of (2.205) is of required order. For the second term on the right hand side
of (2.205), we may instead rely on the estimates (2.204) and (2.169).

Note that in view of the definitions (2.176)—(2.178), the auxiliary cutoffs (; and (. are
compatible to second order in the sense that |(; — (.| < C dist®(-, T;) in QHB?(ﬁ(t))ﬂWéj (1)
for all ¢ € [0,T]. Recall from the previous step that dist(-, 7.) is dominated by dist(-, ) in
BAT.(t)) N (Wscdc(t) UWis (t)) for all ¢t € [0,T]. Hence,

|G — ¢ < Cdist?(-, 1) (2.206)

in QN Bx(T.(t)) N W5« (t) for all £ € [0,7]. In particular, together with (2.156) the
bound (2.206) allows to upgrade (2.205) to the desired estimate (2.198) in Q@ N BA(7.(t)) N
W (t) for all t € [0, 7.

Step 5: (Conclusion) Recall from Definition 17 of the admissible localization radius r. that for
all t € [0,T) the set QN B, (7.(t)) is decomposed by means of the five pairwise disjoint open
wedges W5 (), W5 (t), Wi+ (t) C R?. Hence, the previous three steps entail the validity
of (2.198) in 2N Brc(ﬁ(t))vfor all t € [0,T]. In particular, based on the discussion at the
beginning of this proof and the argument in the vicinity of the interface but away from contact
points (see Step 1), we may conclude the proof of Lemma 26. ]

2.6.2 Proof of Proposition 7

All ingredients are in place to proceed with the proof of the main result of this section, i.e., that
the vector field £ of Construction 27 gives rise to a boundary adapted extension of the interface
unit normal for two-phase fluid flow in the sense of Definition 2 with respect to (xu,v).

Proof of (2.16a). This is an easy consequence of the lower bound in the coercivity esti-
mate (2.169) for the bulk cutoff, the definition (2.197) of the global vector field &, the fact

-----

are of unit length, and the triangle inequality in form of |¢] = | SN 0,6, < SN n,.]€7] =

n=1

SN =1 = e in Q x [0, 7). -

Proof of (2.16b). By definition (2.197) of the candidate extension £ and the localization
properties (2.171)—(2.175) of the partition of unity (71,...,ny) from Lemma 26, it suffices
to verify (2.16b) in terms of & = 7.£¢ in the associated region B~(7.(t)) N OS2 for all contact
points ¢ € C and all t € [0,7]. However, this in turn is an immediate consequence of
Proposition 16. O

Proof of (2.16c). For a proof of (2.16c), we start computing based on the definition (2.197)
of the global vector field ¢ that V- & = SN 0, V- €7 + SN (€7 - V)n,. As a consequence
of the corresponding local versions of (2.16¢) from Proposition 15 and Proposition 16, and
the fact that (11, ...,7,) is a partition of unity along the interface I, by Lemma 26 we obtain
SN 0, V- =—H; along I, N Q). Moreover, by adding zero and subsequently relying on
the definition (2.197) of the global vector field &, the localization properties (2.171)—(2.175)
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of the partition of unity (,...,ny) from Lemma 26, the compatibility estimate (2.115) and
the estimates (2.169) and (2.170) for the bulk cutoff we may infer that

N N

S E V) = — (€ V) un — (=€) - V)n,

n=1 n=1

—(& - V)b + Mouik Z §"-V)n
+30 3 (€= Vm) +>0 > m((6—=€) - V)
1€Z ceC,irec ceC i€l i~c

= O(1 Adist(+, 1)) in Q x[0,T].

In summary, we thus obtain (2.16c). O

Proof of (2.16d). For a proof of (2.16d), we start estimating based on the definition (2.197)
of the global vector field £ as well as the corresponding local versions of (2.16d) from
Proposition 15 and Proposition 16

N N
Q=D mOkE" + > "0y
n=1 n=1
N N
= =S (v -V)E 3 D, (2.207)
n=1 n=1
N
— > 0 (Id—€" @ £") (Vo) '€ + O(L Adist(+, L)) in 2 x [0,T).
n=1

Adding zero twice and applying the product rule, we may further rewrite based on the
definition (2.197) of the candidate extension ¢ and the localization properties (2.171)—(2.175)
of the partition of unity (71,...,nx) from Lemma 26

N N
- Z nn(v : V)gn + Z gnatnn
n=1 n=1
N
n=1
N
=—(v-V)¢{— f(ambulk + (v T}bulk) Z ((‘%nn + (v - V)nn)

= —(U : V)f - 5(at77bu1k + (v : V)Ubulk) + Mbulk Z §" <8t77n + (U ) V)Un)

3 nl& =€) Qv - Vim) + 3 Z ni (6 =€) (Ot (v - V)ne)

1€Z ceC,irvce ceC i€l i~c

in © x [0,7]. Hence, estimating based on the compatibility estimate (2.115) as well as the
estimates (2.169) and (2.198) for the bulk cutoff yields the bound

— Z (v - V)E™ + Z_: "0, = —(v-V)E+O(1 Adist(+, 1)) in Q x [0,T]. (2.208)

Adding zero twice and making use of the definition (2.197) of the candidate extension ¢
together with the localization properties (2.171)—(2.175) of the partition of unity (71, ...,7x)
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from Lemma 26, we next compute

Lsuppy, &* ® " (2.209)
Lsuppna€ @ € + Lsuppn, (§" =€) @ ™ + Lguppn, & @ (§"—E)
]]'Supp"]'fl5 ®§
+ Lsupp n MoukE” @ £ + Lguppn, Mouié @ "

+ ]ln:ieI]lsuppm Z ﬂc(fi—fc) ® fz + ]ln:cec]lsuppnc Z 771(50—52) & fc

ceC,irce 1€L irve
+ ]ln:ieI]lsuppm Z 7706 X (gz_é-c) + ]ln:cecllsupp Ne Z 7715 X (56_52)
ceC,irce 1€, irve

in  x [0,7]. Relying on the same ingredients as for the previous computation we also have

- Z_: Na(V0)T€" = —(V0)T€ = 3 (Vo) (€7 =€) + mpu(VV) €

n=1

N
= —(V0) "€ + Mo (VV) 7€ = M Z (V)T

=53 min(Vo)T(€—¢°) - Z S (Vo) T (g€

1€Z ceC,irce ceC i€l i~c

in Q x [0,7]. The compatibility estimate (2.115) as well as the estimates (2.169) and (2.198)
therefore imply in view of the previous two displays that

N

- Z M (Id—=€" © €7) (Vo) T¢E"
—(Id—€£ @ &)(Vu)TE 4+ O(1 Adist(-, 1)) in Q% [0,T].

(2.210)

The combination of the bounds (2.207)—(2.210) now immediately entails the desired esti-
mate (2.16d) on the time evolution of the global vector field . O

Proof of (2.16e). We get as a consequence of the product rule and inserting the local versions
of (2.16e) from Proposition 15 and Proposition 16

N N
§- 08 = Z M - 08" + Z(f - ") O
:—Znn§" v- V§"+Z77n§ ") - 9"
n=1
g: M0, + O(dist(, I,)> A1) in Q x [0,T].

Adding zero to produce the left hand sides of the local versions of (2.16d) from Proposition 15
and Proposition 16 further updates the previous display to

N N

£ 08 =~ Znné’ (v V)E + Y (€ €70y
n=1

—Z%fé’ (Id—€" ® ") (Vo)Te"
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N
+ Y m(6=€") - (O (v - V) +(1d =€ @ €M) (Vo) T¢")
n=1
+ O(dist(-, I,)* A1) in Qx[0,7].
We then continue with adding zeros to obtain

5-@5——5 (v- V)¢

+ Z ( )(aﬂ?n (v V)ﬁn) - |€’2(at77bulk+(v : V)Ubulk)

—Znn(f—é“”)-(€®§—£”®§”)(W)T§"
(2.211)
—Z%f &) - (Id—€£® &)(Vo) (" =€)

+ Z M (E=€") - (0" +(v - V)E+(Id =€ @ £") (Vo) T¢")
—I—O(dlst( DEAT) inQx[0,T].

As it is by now routine, we may employ the localization properties (2.171)—(2.175) of the
partition of unity (7,...,ny) from Lemma 26 and the estimates (2.169) and (2.198) for
the bulk cutoff to reduce the task of estimating the right hand side terms of (2.211) to
an application of the compatibility estimates (2.115)—(2.116). More precisely, we obtain by
straightforward applications of these two ingredients that

i( (€=€) (Orm+(v - V)
n—_gcegw 2((€=€) - (=€) (Omit(v - V)m:) (2.212)
Y ZG;:NC nenmi((€° =€) - (€-€9) (Ot (v - V)ne)
+ ; > (si - <sc—si>)(atm+<v V)
+ ZCZ Wil (e‘ - (6=9) (im0 - V)m)
PIP IR n (€ (€=€)) (dme+(v - V)ne)

+ O(dist(-, I,)* A1) in Qx [0,7],

NE

Na(§=€") - (Id—€ ® £)(Vo)T(€-€")
> mi (€€ - (I =E @ &§)(Vv) (€~ (2.213)

T ceCi~e
+ Z > nenf(€'—€°) - (Id—€ @ €)(Vo)T(¢'¢°)
ceC i€l irce

+ O(dist(-, I,)* A1) in Qx [0,T],

n=1
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> m(Ee-€- (A€ +(v - V)E+(1d =" @ €)(Vo)T¢)

= 2D (€€ - (B (v V)EFId =€ © €)(Vo)TE') (2.214)
1€Z ceC
+3° Y neml§=€) - (B +(v - V)EHId £ ® ) (Vo) TE°)
ceC i€l i~

+ O(dist(+, I,)> A1) in Qx [0,T],

and finally

Ma(§—€") - (E®E—€" @ &")(Vv) '€

||M2

ZZ > nel€=E) - ((@E—E ) (Vo)TE (2.215)
1€Z ceC,irc
YD mE=€) (E@E—E @) (V) el
ceC i€ i~c

+ O(dist(-, I,)* A1) in Qx[0,7].

We then exploit the compatibility estimates (2.115) and (2.116) for an estimate of (2.212), the
compatibility estimate (2.115) for an estimate of (2.213), the local versions of (2.16d) from
Proposition 15 and Proposition 16 in combination with the compatibility estimate (2.115) for an
estimate of (2.214), and finally (2.209) together with the estimate for the bulk cutoff (2.169)
and the compatibility estimate (2.115) to estimate (2.215). In summary, using also the
bound on the advection derivative (2.198) as well as the coercivity estimate (2.169), we may
upgrade (2.211) to the desired estimate (2.16¢). O

2.7 Existence of transported weights: Proof of Lemma 8

We decompose the argument for the construction of a transported weight 1 in the sense of
Definition 3 in several steps.

Step 1: (Choice of suitable profiles) Let ¥: R — R be chosen such that it represents a smooth
truncation of the |dent|ty in the sense that 19( ) =rfor|r] <1 9(r) = =1 forr < —1,

Dr)=1forr>1,0<9 <2aswellas |J'| < C.

For each two-phase interface ¢ € Z present in the interface I, of the strong solution, we then
define an auxiliary weight

Gi(w,t) = —ﬁ(SdlSt(f;W), (2,) € im(V) (2.216)

where the change of variables U7 and the associated signed distance sdist(-,7;) are the
ones from Definition 13 of the admissible localization radius r;. Moreover, 7 represents the
localization scale of Lemma 26 and d € (0, 1] denotes a constant to be chosen in the course
of the proof.

Recalling also from Definition 17 of the admissible localization radii (7.).cc the definition of
the change of variables Wy with associated signed distance sdist(-, 9§2) we define another
two auxiliary weights by means of

_ _ sdist(w, 09
I (1) = :Fﬁ(s'lsg;)) (2.217)
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(wt)e U ()N Wan(02x(-27,27)) ) x{t'}.

t'€[0,T]

Step 2: (Construction of the transported weight) Away from contact points and the interface
but in the vicinity of the domain boundary, we introduce the following notational shorthand

UI‘PT( t)x {t}x[7,7]) U UCB¢(7;(t)), tel0,7), (2.218)
and then define
I(2,t) 1= Dy (2, 1), (2.219)
(@) e U (Q5) N Wan(00x[—7,71) \Us(t)) x {¢'}.

t'€[0,T]

Fix next a two-phase interface i € Z. Away from contact points but in the vicinity of the
interface, we then define

Wz, t) = 0;(z, 1), (2.220)

=V
Lg (Qﬂ\IJT( () x{t' I x [~ )\UBA( ))x{t}

ceC

Let now a contact point ¢ € C be fixed, and denote by ¢ € 7 the unique two-phase interface
with ¢ ~ ¢. Recall from Definition 17 of the admissible localization radius r. that for all
t € [0,7] we decomposed Q2 N B,_(7.(t)) by means of five pairwise disjoint open wedges
WasE(t), W7 (), W« () C R?. In the wedge W containing the two-phase interface 7; C I,
we still define

I, t) = 0;(x,t), (wt)e J (20 B(T(t)) NWa () x{'}. (2.221)
t'€[0,T]
In the wedges Waigf containing the domain boundary 0f2, we instead set
I t) = Upo(e.t), (r.t) e | (QNB(Tt)) nWa(t)) x{t'}. (2.222)
t'€[0,T]

In the interpolation wedges IV, we make use of the interpolation parameter AE of Lemma 24

to interpolate between the two constructions near the interface (2.221) and near the domain
boundary (2.222). Recall in this context the convention that A\X(-,¢) was set equal to one on

(8W§i (t) N OWs (t)) \ 7.(t) and set equal to zero on (8W§i (t)N 8W§]’C(t)) \ Te(t) for all
t € [0,T]. With this notation in place, we define on the interpolation wedges
D(o,t) 1= N 0, 1) + (1=NE (e, ) (. 1), (2.223)
(z,t) € U (Q N BAT(t)) N Wge(t)) x{t'}.

Finally, choosing ¢ small enough in the definition (2.216) of the auxiliary weights (;);c7 and
recalling the localization properties (2.179)—(2.181) of the scale 7, it is safe to define in the
space-time domain not captured by the definitions (2.219)—(2.223)

Iz, t) == Fl, (2.224)
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(@ t)e U () ([Uet') U Won(0Qx 7, 7)) ) < {t'}.

t'€[0,T]

Recall for this definition also the notation (2.218).

Step 3: (Regularity and coercivity) The validity of the asserted sign conditions in Definition 3
are immediate from (2.219)—(2.224). Since the first-order derivatives of the interpolation
parameter \* feature controlled blow-up (2.154), it is also a direct consequence of the
definitions (2.219)—(2.224) that ¥ € W,7°(Q x [0, T7) as asserted.

In view of the definition (2.224) of the weight in the bulk it suffices to establish (2.27) in
the regions QN Waq (97, 7) \Us(t), QN7 (Ti(t)x {t}x[~F, 7]) \ Uree B:(Ta(t)) and
QN BA(T.(t)) foralli € Z, all c € C and all t € [0,7T7]. However, in these regions the asserted

estimate (2.27) is immediately implied by the properties of the truncation of unity ¢ from
Step 1 of this proof and the definitions (2.219)—(2.223).

Step 4: (Advection equation) Because of the definition (2.224) of the weight ¢ in the
bulk, it suffices to establish (2.28) in the regions 2 N \I/aQ(E)QX[—?, ?]) \ U:(t), QN

W, (Ti(8) < {t} < [~7,7]) \ Ueee B(Te(t)) and Q1 BA(T(t)) for all i € Z, all ¢ € C and all
t € 10,77

Observe first that it follows from the definitions (2.217), (2.219) and (2.222) as well as the
boundary condition for the fluid velocity (v - ngq)|oq = 0 that

Y+ (v- V)9 =0 along 0\ | J 7e(t) (2.225)

ceC

for all t € [0, T]. By a Lipschitz estimate together with the coercivity estimate (2.27), the
desired estimate (2.28) follows in QN Waq (9Qx[—7, 7]) \ Ux(t) for all t € [0, T].

Fix next a two-phase interface i € Z. We then claim that

< Cdist(, ) in QN Wy (Ti(t)x[7, 7)) (2.226)

for all t € [0, 7). Indeed, one only needs to recall that the signed distance to the two-phase
interface 7; C I, is transported by the fluid velocity v to first order in the distance to
the interface. In particular, combining (2.226) with the definition (2.220) and the coercivity
estimate (2.27) entails (2.28) in QN¥. (ﬁ(t)x{t}x [—T, ?]) \Ueec B;(ﬁ(t)) forall t € [0, 7.

Let now a contact point ¢ € C be given, and let i € Z be the unique two-phase interface
such that ¢ ~ ¢. The desired estimate (2.28) follows immediately from (2.226) and (2.221) in

the wedge (2N B;:(7Z(t)> N WL () for all £ € [0,T]. For the wedges containing the domain
boundary 0€2, the estimate (2.28) in form of

\at@g; + (- V)@f;g\ < Cdist(-,00) in QN B(To()) N (W= () UWaT(1))  (2.227)

for all t € [0,T], is satisfied because of the analogue of (2.225) and a Lipschitz estimate.
Finally, in the interpolation wedges one may estimate

1050+ (v - V)| < [0; — g |ONE+(v - V)AE|
+ AE|0Di+(v - V)0:| + (1=25) |00+ (v - V)Tig -
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The desired bound thus follows from the estimate (2.156) for the advective derivative of the
interpolation parameter ¥, the estimates (2.226) and (2.227), and the fact that the auxiliary
weights from (2.216) and (2.217) are compatible in the sense

[0; — 7_92‘:9| < C(dist(-, 0) A dist(-, I,))

in QN B¢<7Z(t)) N W« (t) for all £ € [0,T]. This concludes the proof of Lemma 8. O

2.8 Existence of varifold solutions to two-phase fluid
flow with surface tension

The aim of this last section is to give a sketch of a proof regarding existence of varifold
solutions to two-phase fluid flow with surface tension and with ninety degree contact angle (see
Definition 11). Note that this is not treated by the work of Abels [1] in which the existence of
a varifold solution in the presence of surface tension is only established in a full space setting.
However, in principle it still suggests itself to follow, where possible, the structure of the proof
for the case of an unbounded domain by Abels [1]. In this regard, we first discuss two tools
which are needed due to the different setting of the present work, i.e., geometric evolution
with a ninety degree contact angle condition and the associated boundary conditions for the
solenoidal fluid velocity. These tools concern an existence result for weak solutions to the
required transport equation (for sufficiently regular transport velocities) and elliptic regularity
estimates for the Helmholtz decomposition associated with the bounded and smooth domain 2.
In a second step, we present the corresponding approximate problem, focusing again on the
key steps of the proof which differ with respect to the case of an unbounded domain studied by
Abels [1]. Note that analogous to the existence theory of [1], we will assume some regularity
for the geometry of the initial data and, for simplicity, that the densities of the two fluids
coincide and are normalized to 1.

Transport equation. In order to construct approximate solutions of the two-phase flow with
surface tension and with ninety degree contact angle, one first needs an existence result for
weak solutions to the transport equation in a bounded domain. In particular, it suffices to
motivate the validity of [1, Lemma 2.3, Q = Rd] in case of a smooth and bounded domain
QCR?Y de {23}

To this aim, let the open subset €2 C €2 be subject to the regularity conditions in Definition 9,
let xo := Xai € BV(Q;{0,1}), let T € (0, 00), and consider a sufficiently regular fluid velocity
v € C([0,T]; C2(Q)) N C(2x[0,T]) such that dive = 0 in © and (naq - v)|aq = 0. Consider
any C([0,T]; CZ(R?)) extension of v which we denote by . Then, a solution ¥ to the transport
equation associated with ¥ can be constructed on R? by the usual method of characteristics
(see, e.g., [1, Proof of Lemma 2.3]). The associated flow map is a C'-diffeomorphism at any
time t € [0,7]. However, note that it maps Jf2 onto itself, due to v|sq = ¥|sq being tangential
along 092. Moreover, since the flow map is a global diffeomorphism (and since continuous
images of connected sets are connected), it also maps €2 onto itself. Then, one can conclude
by means of the same computations as in the proof of [1, Lemma 2.3] — using in the process
the fact that dive = 0 in  — that the restriction x := X|axjo.1] € L(0,T;BV(£2;{0,1}))
is a weak solution of the transport equation associated with v in the sense of

T
/ / X (Opp +v - Vo) dadt + / Xop(z,0)dz =0 (2.228)
0o Jo Q
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for any ¢ € C1([0,T); C(2)) N C.([0,T); C*(£2)). Moreover, we have

Illz=oavion < M (Iollegomczio) ) Iollav (2.22)
a
SIVXCDNH) =~ (Hy(py,v(t))  forallt e (0,7) (2.230)

for some continuous function M. Note that the latter holds because the 90 degree contact
angle condition is preserved by sufficiently regular transport velocities (see, e.g., the remark
after Definition 10).

Helmholtz decomposition associated with bounded domains. We recall properties of the
Helmholtz projection P, associated with the smooth bounded domain €2, referring the reader
to [101, Corollaries 7.4.4-5] (see also [116]).

Define W,(Q2) := {g € W'P(Q;R?) : divg = 0, (g - naq)|aa = 0}. Given f € WhP(Q;RY),
2 < p < o0, there are unique functions ¢ € W*?(Q) and w € W,(Q) such that f = V¢ + w.
The bounded linear operator P, € B(W'P(Q; RY), W,(2)) defined by Py, f := w is a projection,
which is the Helmholtz projection associated with the smooth bounded domain 2. Moreover,
if f € W?2P(Q;R?) it holds ¢ € W?*P(Q) and

| Pofllwzre@rey < C|l fllwzr@ra), (2.231)

and if f € Wh2(Q;R?), k > 2, then ¢ € W*2(Q) and

| Pafllwez@ray < Clfllwk2@ray- (2.232)

This follows from existence and regularity theory of the associated Neumann problem (see for
the case p > 2 the result of [101, Corollary 7.4.5])

A¢p =div f in €2,
(naq - V)¢ = [ - naq on 0f).

Solutions to approximate two-phase fluid flow. In order to formulate the approximate equations,
let ¢/ be a standard mollifier, for every k € N we denote by v, := k%) (k-) its usual rescaling,
and by P, the Helmholtz projection associated with the smooth domain 2. Moreover, let
Uy = Po(tby * -). Consider the initial data vy € L?*(2) with div vy = 0 and (naq - vo)|aa = 0,
and let xo := Xaof € BV(€;{0,1}), where Qf C € is subject to the regularity conditions
in Definition 9. Let pu,0 > 0. Then, we consider an approximate two-phase flow on
(0,T,), Ty, € (0,00). This is a pair (vk, xx) consisting on one side of a fluid velocity field
v, € L=([0, Ty, ]; L2(Q)) N LA([0, T, ]; W2(€2)) solving

a1 a1y = [ e dx—/ [ oz

/ /\Ifkvk@i) (Vg * vg) (wk*n)dxdt—i-/ /,u(Vvk—i-Vv,I):Vndxdt
o Jo

— / / H, - UndSd (2.233)
0 *{xr=1}N2

fora.e. T € [0,T,) and every n € C>([0,T,,); C'(Q; RY) NNp5 W?P(Q; RY)) with divy

=0
and (nsq - n)aa = 0, and on the other side an evolving phase indicator x; € L*([0,7,];
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BV(Q;{0,1})) which is the unique weak solution — in the sense of (2.228) — to the transport
equation

8th + (\kak) . VXk =0 in (O,Tw) X Q,
Xk|t=0 = Xo in Q.

The existence of approximate solutions (vy, xx) satisfying the energy equality

o Ty + o193 D) + 21Vl 0
= ol + o Vxol(@), T e (0.T), (2234)
and satisfying
the map (0,7%,) 2t +— |Vxi(-,1)|[(©2) is absolutely continuous, (2.235)

can then be proved by means of a fixed-point argument as done in [1, Proof of Theorem 4.2],
relying in the process on the above two ingredients corresponding to the different setting of
the present work: the existence result for weak solutions to the transport equation (2.228)
with sufficiently regular transport velocity, and the elliptic regularity estimates (2.232) for the
Helmholtz projection associated with €2. In particular, one obtains uniform bounds

sup sup o, 1)) + $Up [ VorFaanomy < o0 (2.236)
keN te(0,Tw) keN

sup sup |Vxi(-,1)[(2) < o0. (2.237)
keN te(0,Tw)

Limit passage in the approximation scheme to a varifold solution. As for the passage to the
limit, we only discuss the surface tension term on the right hand side of the approximate
problem (2.233) as well as the validity of the energy inequality (2.41). The other terms as
well as the passage to the limit in the transport equation can be treated as in [1]. First, we
define a varifold V}, € M((0,T,,) x Q x S41) by

Vi = L'(0,T,) ® Ve(®))ico.1) » (2.238)

where

Vie(t) :== |Vxu (-, )|LQ ® (5 V(o) )IGQ € M(QxS™)  forany t € (0,T,).

[Vxg (0]

Since xx € L*([0,T,]; BV(€;{0,1})) is uniformly bounded in the sense of (2.237), there
then exists x € L>([0,T,,]; BV(€; {0, 1})) such that, up to taking a subsequence,

N in L*=°(Qx(0,Ty)), (2.239)
Vxe = Vx in L*([0, T,,]; M(2)). (2.240)

Moreover, we have supy, ||Vi||am < oo due to (2.237) and the definition of Vi. In particular,
there exists V € M((0,T,,) x Q x S?1) such that, up to taking a subsequence,

Vi ~*V in M((0,T,,) x Q x S*1). (2.241)

Note that the compatibility condition (2.42) then simply follows from exploiting (2.240)
and (2.241). As a preparation for the remaining arguments, note also that thanks to the
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condition (2.235) a careful inspection of the argument of [56, Lemma 2] reveals that one may
disintegrate the limit varifold V' in form of

V=L'0,T,)® (V})te(oij) . Ve M(QxSTY, t e (0,T,), (2.242)
and that the limit interface energy satisfies
|V |sa-1() < lim 1nf|VXk( H(Q) forae. tel0,T,). (2.243)

For any n € C*([0, T},); C* (4 RY)NNpse WP (Q; RY)) such that divy = 0 and (1-naa)|sn =
0, we discuss the limit of

Id — V(Urn)d|Vxi|dt for k — oo,
/‘/< ’VM’|VXO V(i) d[Vxid

for almost every T' € [0,T,,). By adding a zero, we obtain

T V(W d|V x| dt
/(/( \VM\\VMO V= Al
+/ / (Id—s®s) : VndVi(t,x,s),

0 OxSd-1

where the second term converges to fOT Jaugii Ad=s®@s) : VndVi(z,s) for k — oo
for any n € C§°([0,T,); CH(Q;RY) N N> WHP(;R?Y)).  Indeed, the latter guarantees
(Id—s ® s) : Vi € Co((0,T,) x2xS1) so that one may use (2.241) for such 1. However,
the additional support assumption on the time variable can be removed by means of a standard
truncation argument relying on the disintegration formulas (2.238) and (2.242), respectively,
and the uniform bound supy, || Vi||m < oo. As for the first term, we exploit the regularity

properties of the Helmholtz projection. More precisely, we may estimate for any p > 3 based
on (2.231) and the Sobolev embedding W?(Q2) — C(Q), d € {2,3},

Id — V(¥ d|Vx|dt

sc/uvwm Do
0

T
<C [ IV P = Wl pons
0

T
< C/ ||¢k *n — ?7‘|W27p(Q;Rd) dt.
0

The right hand side obviously goes to zero by letting £k — oco. In summary, we obtain as

desired
Id — U.n)d|Vye| dt
//( |VXk| |VXk|> V(T d[Vxid

—>/ / (Id —s® s) : VndVi(x,s) for k — oo,
QxSd-1

for almost every T € [0,T,,) and all n € C*°([0,T,,); C* (4 R?Y) N N2 WP(Q;R?)) such
that divy = 0 and (17 - naq)|an = 0.
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2.8. Existence of varifold solutions to two-phase fluid flow with surface tension

At last, we comment how to recover the energy inequality (2.41). This can be obtained
from combining the energy equality (2.234) with the lower-semicontinuity property (2.243)
and the convergence properties of vy to its limit v (i.e., up to a subsequence, vy — v in
L*(0,T,; H'(R2)) and vy —* v in L*°(0,T,,; L*(€2)) due to the uniform bound (2.236)).
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CHAPTER

Quantitative convergence of the
vectorial Allen-Cahn equation towards
multiphase mean curvature flow

This chapter contains an edited and revised version of the paper “Quantitative convergence of
the vectorial Allen-Cahn equation towards multiphase mean curvature flow"[49], which is a
joint work with Julian Fischer and accepted for publication at Ann. Inst. H. Poincaré Anal. Non
Linéaire. The preprint can be found on the arXiv (identifier 2203.17143).

Abstract. Phase-field models such as the Allen-Cahn equation may give rise to the formation
and evolution of geometric shapes, a phenomenon that may be analyzed rigorously in suitable
scaling regimes. In its sharp-interface limit, the vectorial Allen-Cahn equation with a potential
with N > 3 distinct minima has been conjectured to describe the evolution of branched
interfaces by multiphase mean curvature flow.

In the present work, we give a rigorous proof for this statement in two and three ambient
dimensions and for a suitable class of potentials: As long as a strong solution to multiphase
mean curvature flow exists, solutions to the vectorial Allen-Cahn equation with well-prepared
initial data converge towards multiphase mean curvature flow in the limit of vanishing interface
width parameter ¢ \, 0. We even establish the rate of convergence O(c!/?).

Our approach is based on the gradient flow structure of the Allen-Cahn equation and its limiting
motion: Building on the recent concept of “gradient flow calibrations” for multiphase mean
curvature flow, we introduce a notion of relative entropy for the vectorial Allen-Cahn equation
with multi-well potential. This enables us to overcome the limitations of other approaches, e. g.
avoiding the need for a stability analysis of the Allen-Cahn operator or additional convergence
hypotheses for the energy at positive times.

3.1 Introduction

In the present work, we study the behavior of solutions to the vector-valued Allen-Cahn
equation

1
Oue = Au, — gﬁuW(ug) (3.1)
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T
‘ N "l

Figure 3.1: (a) A triple-well potential that attains its minimum at the three points «;, as,
as. (b) A partition of R? evolving by multiphase mean curvature flow, corresponding to the
sharp-interface limit € — 0 of the vectorial Allen-Cahn equation (3.1) with N-well potential
Ww.

(with W being an N-well potential, see e.g. Figure 3.1a, and u. : R? x [0, 7] — RY~1) in
the limit of vanishing interface width ¢ — 0. We prove that for a suitable class of N-well
potentials W, in the limit € — 0 the solutions u. describe a branched interface evolving by
multiphase mean curvature flow (see Figure 3.1b), provided that a classical solution to the
latter exists and provided that one starts with a sequence of well-prepared initial data u.(-,0).
For quantitatively well-prepared initial data u.(-,0), we even establish a rate of convergence
O(e'/?) towards the multiphase mean curvature flow limit.

The Allen-Cahn equation (3.1) with N-well potential is an important example of a phase-field
model, an evolution equation for an order parameter u. that may vary in space and time.
Phase-field models may give rise to the formation and evolution of geometric shapes, a
phenomenon that becomes amenable to a rigorous mathematical analysis in suitable scaling
regimes. For several important structural classes of potentials W, such a rigorous analysis
has long been available for the Allen-Cahn equation: For instance, for the scalar Allen-Cahn
equation with two-well potential W — that is, for (3.1) with N = 2 — the convergence towards
(two-phase) mean curvature flow in the limit ¢ — 0 has been established by De Mottoni and
Schatzman [36], Bronsard and Kohn [23], Chen [28], limanen [62], and Evans, Soner, and
Souganidis [40] in the context of three different notions of solutions to mean curvature flow
(namely, strong solutions, Brakke solutions, respectively viscosity solutions). In such two-phase
situations, sharp-interface limits have also been established for more complex phase-field models
[29, 12, 2, 42, 3], typically based on an approach that relies on matched asymptotic expansions
and a stability analysis of the PDE linearized around a transition profile. Beyond the case
of two-well potentials, results have been much more scarce. One of the few well-understood
settings is the case of the Ginzburg-Landau equation, which corresponds to the Allen-Cahn
equation (3.1) with a Sombrero-type potential W(u) = (1 — |u|?)? and N = 3, i.e. with
a potential that features a continuum of minima at {u € R? : |u| = 1}. In this case, the
convergence of solutions to (codimension two) vortex filaments evolving by mean curvature
has been shown in dimensions d > 3 by Jerrard and Soner [67], Lin [79], and Bethuel, Orlandi,
and Smets [18].

In contrast, for the (vectorial) Allen-Cahn equation (3.1) with a potential W with N > 3
distinct minima, the only previous results on the sharp-interface limit have been a formal
expansion analysis by Bronsard and Reitich [24] and a convergence result that is conditional
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on the convergence of the Allen-Cahn energy

Elu.] ::/ €|VU5|2+VV(5U€)CZI
R4

at positive times (more precisely, in L'([0,T])) by Laux and Simon [74]. In particular, to
the best of our knowledge not even an unconditional proof of qualitative convergence for
well-prepared initial data has been available so far. One of the main challenges that has
prevented a full analysis is the emergence of “branching” interfaces in the (conjectured) limit
of multiphase mean curvature flow (see Figure 3.1b), corresponding to a geometric singularity
in the limiting motion.

In the present work, we introduce a relative energy approach for the problem of the sharp-
interface limit of the vectorial Allen-Cahn equation in a multiphase setting: Building on the
concept of “gradient flow calibrations” that has been introduced by Hensel, Laux, Simon,
and the first author [46] precisely for the purpose of handling these branching singularities in
multiphase mean curvature flow and combining it with ideas from [48], we introduce a notion
of relative energy for the Allen-Cahn equation

W (ue)

£ 2 N
E[UE‘S] = /Rd2|Vu5\ +T+Zfzv¢l(u€)dx
=1

Here, the &; denote a “gradient flow calibration” for the strong solution to multiphase mean
curvature flow; in particular, &; ;(z,t) := & — &, is an extension of the unit normal vector field
of the interface between phases i and j in the strong solution to mean curvature flow at time
t. The ¢; : RV~ — [0, 1] are suitable C'*! functions that serve as phase indicator functions;
in particular, denoting the N minima of the N-well potential W by «; (1 < j < N), the
functions 1; satisfy 1;(a;) = &;;. Note that the functions 1; — 1; will play a role that is

somewhat similar to the role of the functions ¢ (u) = [*1/2W(s) ds in the Modica-Mortola

trick for a two-well potential W : R — R{ like W (u) = 2(1 — u?).

The properties of the gradient flow calibration & and the assumptions on the functions
; : RN=1 — [0, 1] will ensure that the estimate ’Zfilfi Vihi(us)| < 5| Vuel* + W (u)
holds, thereby guaranteeing coercivity of the relative energy E[u.|£]. In our main result, we
prove that for suitable initial data u.(-,0) we have |[¢);(u.(-, 1)) — X;(+, t)]| 1 (ray < Ce/? for
all t < T, where the Y, denote the phase indicator functions from the strong solution to
multiphase mean curvature flow.

Rigorous results on sharp-interface limits for phase-field models — such as our result — are also
of particular interest from a numerical perspective: In evolution equations for interfaces like
e.g. mean curvature flow, the occurrence of topological changes typically poses a challenge for
numerical simulations. One approach to the simulation of evolving interfaces is to construct a
mesh that discretizes the initial interface and to numerically evolve the resulting mesh over
time; however, it is then a highly nontrivial (and still widely open) question how to continue
the numerical mesh beyond a topology change in a numerically consistent way. An alternative
approach to the simulation of evolving interfaces that avoids this issue are phase-field models,
in which the geometric evolution equation for the interface is replaced by an evolution equation
for an order parameter posed on the entire space, allowing also for “mixtures” of the phases
at the transition regions. The natural diffuse-interface approximation for multiphase mean
curvature flow is given by the vector-valued Allen-Cahn equation with N-well potential (3.1).
The advantage of phase-field approximations for geometric motions such as (3.1) is that one
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may solve them numerically using standard discretization schemes for parabolic PDEs; however,
to establish convergence of the overall scheme towards the original interface evolution problem,
it is necessary to rigorously justify the sharp-interface limit for the diffuse-interface model.

3.1.1 Notation

Throughout the paper, we use standard notation for parabolic PDEs. By Hl(Rd) we denote the
space of functions have a weak derivative Vu € L*(R%) and (in case d > 3) decay at infinity.
In particular, for a function u € L*([0, T); Hl(]Rd)) we denote by Vu its (weak) spatial gradient
and by O,u its (weak) time derivative. For functions defined on phase space, like our potential
W : RV=! — [0, 00) or the approximate phase indicator functions 1; : RV~ — [0, 00), we
denote their gradient by 0,V respectively d,1;. For a smooth interface I; ;, we denote its
mean curvature vector by H, ;.

3.2 Main results

Our main result identifies the sharp-interface limit € — 0 for the vectorial Allen-Cahn equation
(3.1) for a sufficiently broad class of N-well potentials W characterized by the following
conditions.

(A1) Let W : RN"! — [0,00) be an N-well potential of class C};} (RN~1) that attains its

loc

minimum W (u) = 0 precisely in N distinct points oy, ..., ay € RY"1. Assume that
there exists an integer ¢ > 2 and constants C, ¢ > 0 such that in a neighborhood of
each «; we have

clu—a;|? < W(u) < Clu — a4

(A2) Let U C RM! be a bounded convex open set with piecewise C' boundary and
{ay,...,anx} C U. Suppose that 9, (u) points towards U for any u € 9U.

(A3) Suppose that for any two distinct 7, j € {1,..., N}, there exists a unique minimizing path

7i,; connecting a; to a; in the sense [ ./2W (7ig) dyiy = inf,, [ /2W () dy = 1,

where the infimum is taken over all contlnuously differentiable paths ~ connectmg a; to
Q.
J

(A4) Suppose that there exist continuously differentiable functions ¢; : U — [0,1], 1 <4 < N,
and a disjoint partition of U into sets 7;;, i < j € {1,..., N}, subject to the following
properties:

— Forany i € {1,..., N}, we have ¢;(«;) = 1 and 9;(u) < 1 for u # «.
— Suppose that on 7; ;, all ¢ with k& ¢ {7, j} vanish.

— Set 1y :=1— Zi]\il 1); to achieve Zf\io 1; = 1 and define v; ; := 1; — ;. Suppose
that there exists & > 0 such that for any distinct 4, j € {1,..., N} andanyu € T;
we have

20,00, 4 (2 +6) S| + 810,00, (w) - Dutto(w)
< 2W (u).

Additionally, suppose there exists a constant C' > 0 such that for any distinct
i,j€{l,...,N} and any u € T;; it holds that |0,¢;(u)| < C/2W (u).
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The assumption that our potential W has a finite set of minima as stated in (A1) is fundamental
for the scaling limit we consider, as a different structure of the potential would give rise to
a different limiting motion — recall that for instance a Sombrero-type potential would lead
to (codimension two) vortex filaments structures [18, 67]. The assumption (A2) is rather
mild, ensuring the existence of bounded weak solutions to the vectorial Allen-Cahn equation
by a maximum principle (see Remark 32). The condition (A3) ensures that for each pair of
minima, there is a unique optimal profile connecting the two phases; furthermore, it fixes the
surface energy density for an interface between any pair of phases 7 and j to be 1. We expect
that it would be possible to generalize our results to more general classes of surface tensions
as considered in [46]; to avoid even more complex notation, we refrain from doing so in the
present manuscript.

The assumption (A4) is the only truly restrictive condition in our assumptions; in fact, it does
not include potentials which at the same time feature quadratic growth at the minima «; (i.e.,
with ¢ = 2 in (A1)) and regularity of class C%. Nevertheless, as we shall see in Proposition 36
below, there exists a broad class of N-well potentials — including in particular potentials of
class C*! with quadratic growth at the minima «; — that satisfy all of our assumptions.

Our main result on the quantitative convergence of the vectorial Allen-Cahn equation towards
multiphase mean curvature flow reads as follows.

Theorem 29. Let d € {2,3}. In case d = 2, let (Xy,...,Xy) be a classical solution to
multiphase mean curvature flow on R% on a time interval [0,T] in the sense of Definition 33
below; in case d = 3, let (xy,...,Xy) be a classical solution to multiphase mean curvature
flow of double bubble type in the sense of [57, Definition 10]. Let £ be a corresponding
gradient flow calibration in the sense of Definition 34 below. Suppose that W is a potential
satisfying the assumptions (A1)-(A4). For every € > 0, let u. € L>([0,T]; Hl(Rd;U)) be a
bounded weak solution to the vectorial Allen-Cahn equation (3.1).

Assume furthermore that the initial data u.(-,0) are well-prepared in the sense that

Eluc[¢](0) < Ce,

[ (it 00) = 30 mindist (e, 9 supp ,-,0), 1) d < C,
’iG{l,...,N} R4

where Eu.|{]| denotes the relative entropy given as

5 , 1 al
Flu.l] = /RdQ\VuE] £ () + 3 V(o ue) de (3.2)
=1

Then the solutions u. to the vectorial Allen-Cahn equation converge towards multiphase mean
curvature flow with the rate O(¢'/?) in the sense that

sup Flu.|¢] < Ce,
t€[0,T7]

: ) = v (-t < Cel?,
up g (1) = Rl Ol e < Ce

First, let us remark that in the planar case strong solutions to multiphase mean curvature flow
are known to exist prior to the first topology change for quite general initial data [24, 85].
Beyond topology changes, in general the evolution by multiphase mean curvature flow may
become unstable and uniqueness of solutions may fail, see e. g. the discussion in [85] or [46].
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Thus, quantitative approximation results for multiphase mean curvature flow of the form of
our Theorem 29 should not be expected to hold beyond the first topology change. In this
sense, our result is optimal.

Second, let us emphasize that by [46] and [57] the existence of a gradient flow calibration is
ensured in the following situations:

» In the planar case d = 2, gradient flow calibrations exist as long as a strong solution
exists.

» In the three-dimensional case d = 3, gradient flow calibrations exist as long as a strong
solution of double bubble type (i.e. in particular with at most 3 phases meeting at each
point) exists.

Note that more generally we expect gradient flow calibrations to exist as long as a classical
solution to multiphase mean curvature flow exists. Since the construction becomes increasingly
technical when the geometrical features become more complex, the construction has not yet
been carried out in these more general situations. Nevertheless, as soon as gradient flow
calibration becomes available, our results below apply and yield the convergence of the vectorial
Allen-Cahn equation to multiphase mean curvature flow in the corresponding setting.

Next, let us remark that we may weaken the assumptions on the sequence of initial data if we
are content with lower rates of convergence or merely qualitative convergence statements.

Remark 30. As an inspection of the proof of Theorem 29 readily reveals, the assump-
tion of quantitative well-preparedness of the initial data in our theorem can be relaxed,
even to a qualitative one. For instance, by merely assuming the qualitative convergences
lim._,o E[u[£](0) = 0 and lim._,o max;eq1,... Ny [|¥i(ue(-,0)) — X;(, 0)|| L1 ey = O at initial
time, from Theorem 40 and Proposition 41 we are able to obtain the qualitative convergence
statement

lim sup FElu.|¢] =0=1lim sup max ||¢;(u(- 1)) — X; (-, )| 11 (ray-
liy sup Bluclé] =0 = lim sup _max [[0s(ue( 1)) = (s Dllages

Observe furthermore that by the definition of the relative entropy, the convergence lim._,o E[u.|£](0) =
0 is in fact implied by the convergence of the initial energies E[u.](0) — FE[x](0) =

13 IVXi(+,0)[(RY) and the convergence of the initial data u.(-,0) — S21* a;x;(+,0) in
LY(RY).

To summarize, under the assumptions of Theorem 29 but given now a sequence of solutions
(uc)e to the Allen-Cahn equation (3.1) satisfying only the qualitative converge properties at
initial time
N
US(‘,O) — sz)_(z(v()) in Ll(Rd)a
e—0 Pt
Eluc](0) — E[X](0),

e—0

the solutions u. converge to multiphase mean curvature flow in the sense that
N ]
: (. LTl
ue (-, 1) " ;:1 a;X; (1) in L*(R?) for all t € [0,T.
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As the next proposition (and its rather straightforward proof, proceeding by glueing together
one-dimensional Modica-Mortola profiles) shows, well-prepared initial data satisfying the upper
bound O(e) for the relative energy actually exist.

Proposition 31. Let assumptions (A1)-(A4) be in place. Let d = 2 and let (x;(-,0),...,xy(-,0))
be any initial data whose interfaces consist of finitely many C' curves that meet at finitely
many triple junctions at angles of 120°. Alternatively, let d = 3 and let (x,(-,0),...,Xx(-,0))
be any initial data whose interfaces consist of finitely many C* interfaces that meet at finitely
many triple lines of class C' at angles of 120°.

Then for any € > O there exists initial data u.(-,0) that is well-prepared in the sense that

Ecluc[€](0) < Ce,

ie{1,...,.N

max | [iue(,0)) = xi(, 0)] dist(z, Osupp x,(-, 0)) dz < Ce,
Rd

where the constant C' depends on the initial data (x(+,0),...,xx(+,0)) and on the potential
w.

Nevertheless, note that in the presence of triple junctions this rate of convergence O(e) for
the relative entropy cannot be improved without modifying either the definition of the relative
entropy (3.7) or our assumptions (Al)—(A4), as it may be impossible to construct initial
data u.(-,0) with E.[u.|¢] < . Let us illustrate the reason for this limitation in the case
d = 2: Suppose that the initial data x(-,0) for the strong solution contain at least one triple
junction. By virtue of the term [ £|Vu.|* dz in the energy and the pointwise nonnegativity of
the integrand in the relative entropy, if we were to have E[u.|¢](0) < ¢, the approximating
initial data u.(-,0) would have to contain a true mixture of three phases in an e-ball B.(y)
somewhere. At the same time, our assumptions (Al)—(A4) allow the potential W to be
arbitrarily large for a true mixture of three phases (i. e., away from the boundary of the triangle
in Figure 3.1a for a three-well potential as in Definition 45), independently of the functions
Y;. If W is large enough, on B.(y) the energy density £|Vu.|* + W (u.) then cannot be
compensated by the term involving V;(u.) in the relative entropy, resulting in a lower bound
for the relative entropy of the order of fBE(y > W (u:)dx > ce™ x 2 = ce. This limits the
overall convergence rate for our method to 6(51/2) when measured e. g. in the L' norm. We
expect this to be a limitation of our method, caused by an insufficient control of the precise
dynamics of the diffuse-interface model at triple junctions by the relative entropy E[u.|¢]; for
suitably prepared initial data, we would anticipate a convergence rate O(g). Whether such an
improved convergence rate can be deduced by a more refined relative entropy approach is an
open question.

Observe that the assumptions (Al) and (A2) are indeed sufficient to deduce global existence
of bounded solutions to the Allen-Cahn equation (3.1), starting from any measurable initial
data taking values in U.

Remark 32. Let W be any potential of class C’llo’c1 satisfying our assumption (A2). Given
any measurable initial data u.(-,0) taking values in U, for any T > 0 there exists a unique
bounded weak solution u. to the Allen-Cahn equation (3.1) on the time interval [0,T]. To
see this, one may first show existence of a weak solution for a slightly modified PDE obtained
by replacing 0,W outside of U by a Lipschitz extension. For this modified PDE, existence of
a weak solution can be shown in a standard way. A comparison argument (using (A2) and in
particular the convexity of U ) then ensures that the weak solution to this modified equation
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may only take values in U, proving both that it is bounded and that it actually solves the
original equation. Uniqueness is shown via the standard argument of a Gronwall-type estimate
for the squared L*(RY) norm of the difference between two solutions.

We next recall the definition of strong solutions to multiphase mean curvature flow in the case
of two dimensions. For intuitive but technical-to-state geometric notions, we will refer to the
precise definitions in [46].

Definition 33 (Strong solution for multiphase mean curvature flow). Let d = 2, let P > 2 be
an integer, and let T > 0 be a finite time horizon. Let Xo = (X°,...,X%) be an initial regular
partition of R? with finite interface energy in the sense of [46, Definition 14].

A measurable map

X =(X1,---,Xp): R % [0,T] = {0,1}",

is called a strong solution for multiphase mean curvature flow with initial data Y, if it satisfies
the following conditions:

i) (Smoothly evolving regular partition with finite interface energy) Denote by I, ; :=
supp X;Nsupp x; fori # j the interface between phases i and j. The map X is a smoothly
evolving regular partition of R?x [0, T] and T := Uijequ,...py.ixj Lij is @ smoothly evolving
regular network of interfaces in R%x [0, T in the sense of [46, Definition 15]. In particular,
for every t € [0,T], X(:,t) is a regular partition of R and U,; I; ;(t) is a regular network
of interfaces in R? in the sense of [46, Definition 14] such that

P
sup E[X(-,t)]= sup > / 1dS < oc. (3.3a)
te[0,7 te[0,T) 5, j=1,i<j J I; j(t)

ii) (Evolution by mean curvature) Fori,j =1,..., P withi # j and (z,t) € I, ; let V, ;(x,t)
denote the normal speed of the interface at the point x € I, ;(t). Denoting by H; ;(x,t)
and n; ;(z,t) the mean curvature vector and the normal vector of 1, ;(t) at x € I, ;(1),
the interfaces I; ; evolve by mean curvature in the sense

Vi’j(ﬁ,t)nm(x,t) = H@j(l’ﬂf), for all t € [O,T], T € ]z,j(t) (33b)

iii) (Initial conditions) We have X,(x,0) = X%(x) for all points x € R% and each phase
ie{l,...,P}.

Our main results centrally rely on the concept of gradient flow calibrations introduced in [46],

whose definition we next recall.

Definition 34. Let d > 2. Let (y,...,Xy) be a smoothly evolving partition of R? on a time
interval [0,T). Denote by I; j := supp X; NsuppX;, 1 <i,j < N, i # j, the corresponding
interfaces. We say that a collection of C vector fields & : R x [0,T) — R4, 1 <i < N,
and B : R? x [0,T) — R? is a gradient flow calibration if the following conditions are satisfied:

&+ (B-V)&,; + (VB)TE ;= O(dist(-, 1 5)), (3.4a)
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1

580 (0i&ij + (B - V)&;) = O(dist?(+, 1)), (3.4b)
(B &ij)6i; + (V- &) = O(dist(+, ;) (3.4¢)
B: (&5 @&+ &, ©&5) = O(dist(-, I 5)), (3.4¢)

1 — Clendist®(+, I;;) < |&1* < 1 — clepmin{dist®(-, I, ;), 1}, (3.4f)
§ij =1 on I ;, (3.4g)

N
V34 <1 and Y & =0, (3.4h)

=1

N
&alP+ (4= 0ca) D V3& &l <1, (3.4i)
KET)

for some constants Cle, > 0, cen € (0,1), an arbitrarily small 6.,y > 0 and any distinct
i,je{l,.N}.

Moreover, we call a family of CY! functions ¥; a family of evolving distance weights if they
satisfy

V;(-,t) < —cmin{dist(-, 1; ;(t)), 1} in {x;(-,t) =1}, (3.5a)
Vi(+,t) > emin{dist(-, I; ;(¢)), 1} outside of {x;(-,t) = 1}, (3.5b)
|0 (+, )| < C'min{dist(-, 1; ;(¢)), 1} globally, (3.5¢)
and
|0:9; + B - V| < C|0,]. (3.6)

Note that the existence of a calibration for a given smoothly evolving partition entails that the
partition must evolve by multiphase mean curvature flow (i.e., the partition must be a strong
solution to multiphase mean curvature flow). In fact, the conditions (3.4a), (3.4c), (3.4g),
and (3.4f) are sufficient to deduce the property (3.3b). Observe that the condition (3.4i) is
not stated in [46], however it follows from the construction of the gradient flow calibration
provided in [46] (for more details see Section 3.7).

For many geometries, (X1, ..., Xy) being a strong solution to multiphase mean curvature flow
is also sufficient to construct a gradient flow calibration.
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Theorem 35 (Existence of gradient flow calibrations, [46, Theorem 6] and [57, Theorem 1]).
Let d € {2,3} and let \, be a regular partition of R? with finite surface energy; for d = 3,
assume furthermore that the partition corresponds to a double bubble type geometry. Let
X be a strong solution to multiphase mean curvature flow on the time interval [0,T)] in the
sense of Definition 33 (for d = 2) respectively in the sense of [57, Definition 10] (for d = 3).
Then for any 0., > 0 and any ¢, > 1 there exists a gradient flow calibration in the sense
of Definition 34 up to time T'. Furthermore, there also exists a family of evolving distance
weights.

Finally, we conclude this section by showing that the class of potentials W satisfying the
assumptions (A1l)—(A4) is indeed sufficiently broad. In fact, given

= a prescribed set of N minima a; € RY™!, 1 <i <N,

= a prescribed set of non-intersecting minimal paths v; ;, 1 <7 < j < N, that meet at
the «; at positive angles, and

» a potential W U, jii<jVij — [0,00) defined on the minimal paths 7; ; and subject to

(A1) and (A3), i.e. in particular with f%_j V2W (1) dy(u) =

it is always possible to extend the potential W to a potential W : RN~ — [0, 00) that satisfies
condition (A4). More precisely, to satisfy (A4) it is sufficient to require W (u) > (1 4+ M|u —
;| ~* dist(u, v)*)W (Pyu) in some neighborhood U; of «; (with P, denoting the projection
onto the nearest point among all paths 7y := U; 17, ) as well as W (u) > M dist(u, Ui<;7i;)?
in RN-1 \ Uild;. Here, M is a constant depending only on W, the paths 7;;, and the
neighborhoods ;.

For the sake of simplicity, we limit ourselves in our rigorous statement to the study of potentials
defined on a simplex A™V~1: however, it is not too difficult to see that our construction would
generalize to the aforementioned situation.

Proposition 36. Let N > 3. Let AN~! be an (N — 1)-simplex with edges of unit length
in RN-1. Let W : ANt — [0,00) be a strongly coercive symmetric N-well potential
on the simplex AN~! in the sense of Definition 45 below. Then, the assumptions (Al)-
(A4) (see Section 3.2) are satisfied. In particular, (A4) holds true for the set of functions
;- AN7L —10,1], 1 <i < N, provided by Construction 47 below.

3.3 Strategy of the proof

The key idea for our proof is the notion of relative entropy (or, more accurately, relative energy)
given by

Eluclé] := Elu.] + Z fz i o ue) dx

/ —]Vu5|2—|— WuE —i—z& Y; o ue) da. (3.7)
R4

=1

The form of the ansatz for the relative entropy is inspired by two earlier approaches:
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= The concept of gradient flow calibrations introduced in [46] by the first author, Hensel,
Laux, and Simon to derive weak-strong uniqueness and stability results for distributional
solutions to multiphase mean curvature flow. Gradient flow calibrations provide a lower
bound of the form — ¥, [ & - dVx; on the interface energy functional 5>, [ 1d|Vy,],
thereby facilitating a relative entropy approach to weak-strong uniqueness principles
for multiphase mean curvature flow. We emphasize that gradient flow calibrations
are specifically designed to handle the (singular) geometries at triple junctions in the
strong solution. We refer to [66, 45] for earlier uses of relative entropy techniques for
weak-strong uniqueness for geometric evolution problems with smooth geometries (in
the strong solution) (see also [58] for a further development of the relative entropy
argument in order to incorporate the constant ninety degree contact angle condition).

» The relative entropy approach to the sharp-interface limit of the scalar Allen-Cahn
equation by the first author, Laux, and Simon [48], relying on the Modica-Mortola trick
to obtain a lower bound of the form [ & - Vi) (u.) dz for the Ginzburg-Landau energy
Elug] = [4a5|Vue|* + W (u.) dz (see also [59] for an adaptation of this approach
in order to encode the constant contact angle condition and [72] for a subsequent
application of the relative energy method to a problem in the context of liquid crystals).

The two key steps towards establishing our main results are as follows:

= Establishing a number of coercivity properties of the relative entropy Elu.|{], including
for example

Elu.|&] > c/min{dist2(-, Uizilij), 1}(%|Vu5|2 + %W(ug)) dx. (3.8)

» Deriving a Gronwall-type estimate for the time evolution of the relative energy of the
type

O Eluc|f] < CElucl].

We shall illustrate this strategy by stating the main intermediate results in the present section
below.

As it central for our strategy, let us first give the main argument for the coercivity of the relative
entropy (3.7) (despite it being slightly technical). It makes use of the following elementary
lemma.

Lemma 37. Let&;, 1 < i < N, be vector fields of class C" satisfying >, & = 0; suppose that
at any point (z,t) € R? x [0, T] at most three of the &; do not vanish. Let 1; : RN~ — [0, 1],
1 <1 < N, be functions as in assumption (A4). In particular, set 1y := 1 — vazl ;. Let
ue € L2([0,T); H' (RY)). Defining s ; = 1); —1; and & ; == & — &;, we have for any distinct
i ke{l,...,N}

N N
S & Viou) = —26,@ V(b ou) + Y 368 V(Wou)  (39)
(=1

k=1
k¢{i,j}
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almost everywhere in {u. € T; ;} as well as

N
Zv&@v Yrou) = — VSZ]®V(w”oua+ Z V£k®V(@/Jooua) (3.10)

k¢{z ]}
N
Z véf & aud}é(us) - Vfl] & aud}z] us + Z ka ® au¢0<u€) (311)
/=1
keé{w}

almost everywhere in {u. € T; ; }.

Proof. By adding zeros, using the definitions &, ; := & — &; and 1; j := ¢; — 1);, we obtain
ol 1 1
> & V(pou)=— igi,j V(i oue) + *& -V ((¢i + ;) o)
=1

+ 6 (WML% Ous + Z gk %Oue)
k¢{w}
almost everywhere in R? x (0, T'). The equation (3.9) now follows by exploiting that 9,1, = 0

on T;; for k ¢ {i, j}, inserting the definition of 1, and using 37", & = 0. The proof of the
other properties is analogous. O

With the previous lemma and our assumptions (Al)—(A4), it becomes rather straightforward

to establish coercivity of our relative energy: Observe that we may compute for (z,t) with
us(x,t) € Tpj
€ 5 1 N
§|Vua| + EW(U’E) +> & V(ou)
=1

£
1 N
— %’VUEP + gW(ug) - <§8’U4wi,j(u€) X fi,j — Z Tbg@uwo(ue) (29 \/§§k> : VUE

k=1
kg{i.j}
1 1 N 2
= 2|\/gvua - 7 (;au@bz,j(ua) ® Si,j - Z T\lgauwo(ua) ® \/§§k>
€ k=1
ke (i}
N 27
+ ?8 QW(UE) - %aud]i,j(ue) ® fi,j - Z ﬁaud)()(ua) ® \/ggk (312)
k=1
k¢{i,j} -

due to the fact that ¢, =0 on T;; for any k € {1,..., N} \ {4,j}. This will be the starting
point to prove the coercivity properties satisfied by the relative energy functional (3.7); note
in particular that

2

N
20w (ue) @ &y — Y 2m0utbolue) ® V34
k=1
kg{ig}
|§w| llaud)w Ue) + Z |\/_§k| ‘Q\f Dutho Ue)
kéé{w}
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S’L] ékz u¢1J(U€)'au¢0(ue)'

l\D\»—t

N
iy
kET)

Using our assumption (A4) and the properties of the gradient flow calibration [£;| < %
&.;1 < 1 and (3.4i), this establishes a first coercivity bound like (3.8). Going substantially

beyond this simple estimate, we shall see that in fact we have the following coercivity properties.

Proposition 38. Let W and v; be functions subject to assumption (A4). Let &, 1 <i < N,
be any collection of C' vector fields satisfying Y & = 0, |v/3&| < 1 for all i, as well as
with the notation fi,j = 51 — fj

N
sl + (4 =) Y- IVBE, -G <1 (3.13)
k=1
k¢{ij}
for some arbitrarily small d.,; > 0. Furthermore, suppose that at each point at most three

of the vector fields &; do not vanish. For any function u. € H 1(Rd;U) with Elu.] < oo, we
then have the estimates

/Rd <\/E|w€| - \}EWY do < CE[ul¢], (3.14a)

\ i,j © Ue 2
M V(¥ 0 ue)lxr, (ue)dw < CEluclg],  (3.14b)

- éi,j

N
>/
ij=1JRd

1<jg

N
Z min{dist?(z, Li ), 1}V (Y35 o u)|x7, (ue) de < CE[u|¢],  (3.14c)

ij=1/R?
i<j
N 2 € 1
> min{dist*(z, I; ;), 1} <2|Vug|2 + €W(u5)) X7 (u:)dz < CE[u.|§], (3.14d)
ij=1 /R "
i<j

Z 6| (Id =&y ® &5) V! X7, (ue)do < CE[uclg].  (3.14e)
i,j=1
1<j

These coercivity estimates will be derived as a consequence of the computation (3.12) and
the following coercivity properties.

Proposition 39. Let W and v; be functions subject to assumption (A4). Let §;, 1 <i < N,

be as in Proposition 38. For any function u. € H 1(]Rd;U) with Eu.] < oo, we then have the
estimates

Z \8uwo u)[* X7 (ue) do < CE[uclé], (3.15a)
Zj 1
Z ]8U¢Z] (ue) - Outho(ue)| XT,, (ue) dox < CEu.|], (3.15b)
'L] 1
Z | [V @00 u)lr,, (ue) de < CElule]. (3.15¢)
z] 1
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To introduce a proxy at the level of the Allen-Cahn equation for the limiting mean curvature
(or, more precisely, a quantity H. such that |H. |? is a proxy for the dissipation in mean
curvature flow), we introduce the abbreviation

1

Vu,
H, := —¢ (AuE — 82&J/[/(zbs)) .

|Vue|

(3.16)

The key step in our proof is to establish the following estimate for the relative energy using a
Gronwall-type argument.

Theorem 40 (Relative energy inequality). Let X = (X1,...,Xn) be a smoothly evolving
partition of R%; let ((&;);, B) be an associated gradient flow calibration in the sense of
Definition 34. Let W be a potential subject to assumptions (Al1)-(A4). Let u. be a bounded

solution to the vector-valued Allen-Cahn equation (3.1) with initial data u.(-,0) € H 1(]Rd;U)
with finite energy FElu.(-,0)] < co. Then for any t € [0,T)] the estimate

7E U€|§ + Z 5(B : gi,j)§i7j|vus”2X72,j (us> dx

z]l

1
ozl

1 1
_|_/Rd 1 <5Au6— 88 W us ) ‘I‘Z A fz u¢z(u€)
< C(d ) Bluclg (347

2

eAu, — i@uW(uE)

- |H€|2> dz

2

holds true, with H. as defined in (3.16) and Eu.|] as defined in (3.2).

Building on the previous estimate and the coercivity properties of the relative entropy, we will
show the following error estimate at the level of the indicator functions.

Proposition 41. Let the assumptions of Theorem 40 be in place. In addition, let ©}; be a family
of evolving distance weights as defined in Definition 34. We then have for all i € {1,..., N}

sup |wl(us) - 5(2‘ mln{dlSt(a aSU-pp 5(1(7 t))7 1} dzx

t€[0,77]
< C(d, T (x(t ))teOT] [ue[€] (0
+C<d T tE[O T) / |¢Z UE 7 z(70)‘m1n{dlst(7asupp>21(70>)71}dx

The proof of Theorem 40 crucially relies on the coercivity properties of Proposition 39 and 38
and the following simplification of the evolution equation for the relative entropy.

Lemma 42. Let W be a potential of class C};r (RN~ subject to assumptions (Al)—(A4).
Let u. be a solution to the vector-valued Allen-Cahn equation (3.1) with initial data u.(-,0) €

i' (R, U) with finite energy Elu.(-,0)] < co. Let (&, B) be a gradient flow calibration in
the sense of Definition 34. The time evolution of the relative energy (3.7) is then given by

Elu[¢] (3.18)
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= — g:/ ‘H e(B - 5w)§u|vua|

ij=1
1<J

-z () + 307 €0

—/ ! 2—\H]2 dz
Rd2€ c

+ Err ayencann + Ertingtay + Errae + Exrarce + Errosmer Phases

XT, (ue) da

1 2

<€Au5 -

eAu, — i@uW(us)

where we have abbreviated

Errinstab =
£ 1 N
/ (V- B) <|Vu5\2 + gW(uE) +) & V(o u€)> dx (3.19a)
R4 i=1
V(wzj o ua) ) < V(¢2] o ua) )
- SVB: (65— o2 ) @ (g~ o a2
uzl < T V(@i ou.)] T V(i oue)
1<j
X V(i 0 ue) | () d
and
ErrAllenCahn =
al V(ijou:) _ V(i ou) 1
VB: L ® B =LV (4 0 ue 3.19b
i;l /Rd <|v(¢z,] OU5)| |V(77/JZ7] OU€)| 2| ( 7 )| ( )
i<j
— 5Vu;rVu5> XT., (ue) dz
and
Errge == Z até}j (B-V)&,; +(VB)TE ) (3.19¢)
1Z]<J1
V(i o ue) )
: fi,'_’— Vwi;oua X7 (ug)dx
( ) 190, 0w, )
- Z 5u (0 + (B - V)&:5) |V (¢ij oue)|xr,  (ue) dw
1Zj<j1
as well as
1| ?
Birucei= [ o [3(V-6)0u0i(w.)
R4 i=1
—Z v &)B - V(¢ 0u.)dx (3.19d)
+ Z *\B &1 IV ue Xy (ue) da
1,j=1

1<j
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+ Z Id —&,;®&;) He ®B[Vu6|XTij(u€) dz

i,7=1
1<J
and
ErrOtherthzses =
N
S [ @&+ (B-V)&+ (VBT&) - Voo u)xy, (u) da
ijk=1 JR
i<j7k¢{z’j}
- Z VB V(1 0 ue) ® bexy (ue) de (3.19)
i,5,k=1 Rd ?
i<g,k¢{i g}
N
~ > [ LVBae Vo), (u)dr
ijk=1 JR4 "
i<j,k¢{i,5}

3.4 The relative energy argument

3.4.1 Derivation of the Gronwall inequality for the relative entropy

We first show how the evolution estimate for the relative entropy from Lemma 42 and the
coercivity properties of our relative entropy together imply a Gronwall-type estimate for the
evolution of the relative entropy.

Proof of Theorem 40. We proceed by estimating the terms on the right-hand side of the
equation (3.18) for the time evolution of the relative energy. Note that it will be sufficient to
prove

ErrAllenCahn + Errinstab + Errdtf + EI‘I‘Mcg + ErrOtherPhases

< C(&(t), B(1), S)E[Ua|€]

N

3y \H &(B - €y)6uy Ve[
i,j=1
i<j

= 1
) -
+ /Rd 2e

for any & > 0, as then an absorption argument applied to (3.18) (for 6 < 1) yields

X7, (ue) dx

2

(me _ i@uW(u6)> + 3V 62t

S Blucle) < C(€(t), B1),9) Blu-e].

The Gronwall inequality then implies our conclusion.

Step 1: Estimates for ExToiher Phases, ETare, and Ertipsiqp. We first show that

Errznstab + Errdtf + ErrOtherPhases S C(g( ) (t))E[ua |€] :
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Indeed, it is immediate by the definition (3.19¢) and the coercivity property (3.15¢) of our
relative energy that the inequality

N

ErrOtherPhases S Z O(§<t)7 B(t)) /d |V¢0|X7; (ua) dz
ij=1 R ?
1<j

< OE(), B(t)) Eluel¢]

holds. Using the defining properties (3.4a) and (3.4b) of the calibration £ and the coercivity
properties (3.14b) and (3.14c) of our relative energy, we likewise deduce from the definition
(3.19¢) that Errge < C(£(t), B(t))Elu:|¢], using for instance the estimate

>

i,j=1
1<J

3 @5” (B- V)&, + (VB)T&,)
R4

V(%’,j o Ua) o
: (fz’,j — M) IV (¢ Ua)|X7;’j (ue) da

+(B-V)&,; + (VB)'E,
v(¢i,j o Us) ?

1/2
X (/Rd IV (i 0 ue)] | V(45 0 ue)lxr, (ue) dac)

(3.4a),(3.14b),(3.14¢)
B clew), B@) Elule).

Similarly, recalling the definition (3.19a) and (3.14b) as well as (3.2), we immediately get
Ertinstar < C(E(1), B(t))E[u:|&]. It therefore only remains to estimate Errajencann and

EI'I']V[Cf .

1/2
2
> ( |V(¢z’,joue)|x7;’j(us)dx>
i,7=1
1<J

§ij —

Step 2: Estimate for Err ayencann. By adding zeroes, we may rewrite

Err ayencann

3 VWigous) . V(¥i,oue) )
= VB: ) b @
> /Rd (IV(%]- o ue)| ? [V (@35 0 ue) $ig ® iy

2,j=1
1<j

1
x <2|V(¢,,j ou)| - 5|Vu5|2> vy () de

o 1

+ Y [ VB 06 (5190 0w - elVul) xy (w) do
ij=1JR ‘
i<j

+Z

7,7=1
1<j

V(@Z}z}j o ua) ® V(dh‘,j o ue) o Vug—vua
|V

Vau|? .)da.
(@Di’jou5)| |V(¢i’jou6)| |VU6|2 >5| U ‘ XTZ’J(U) T

The first term on the right-hand side can be bounded by C((t), B(t)) Efuc|¢] by writing

V(@i o ue) V(igou) . .,
Vo) © V(g o] o &%

_ [ V@Wijou) ) V(ijou) (V(%,jous) B )
(\vwi,jous)\ 55 ) O Wy 0w T\ Wy 0w~
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and using Young's inequality together with the coercivity estimates (3.23) and (3.24) for our
relative energy. The second term on the right-hand side in the above formula can be estimated
similarly by exploiting Young's inequality as well as the gradient flow calibration property
(3.4d) and the coercivity estimates (3.14d) and (3.24).

It remains to bound the third term on the right-hand side. To this aim, we note that for any
symmetric matrix A we have
VB:A=VB:(Id-§,;®&;)A(ld &, ® &)
+ (Id=&,; ® &) (VB + (VB)T)@-J (&g Add =&y ® &)
+ &5 (=6 @ &,) (VB + (VB) )& - AGy)
+&iy - VBE(Gi - AGiy).

This entails by (3.4€) and |¢; ;(Id —&; ;®& ;)| < Cdist?(-, I; ;) (the latter being a consequence
of (3.4f))

N V(Wijou)  V(ijou:) VulVu
B - 1,j € 1,j e) c € \V. i 2 i d
2 /Rdv (|V(¢m‘ o) © V0w [Val )8’ el ¥, (ue) d

ij=1
1<j
V(?/)ijoua) ? 2
<c (d—€; @ &,) 0 O V) | gy,
Z (' 18 (g o] IV
z<]

elld-61, @ 6Vl (1) d

Lo, B@) S [ minfdist(e, ), 1) (|<1d e si,j>w|e|w€|2

i,j=1JRd IV (%ij 0w
i<j
+el(Id—&; ® &) V] | |Vu5|> X7, (ue) dx
N
+C(&(1),B() > min{dist*(z, I, ;), 1}e|Vuc|*x7 (ue)da
ij=1JRd e
%]<j1
V(@Z)ijoue) ? 2 2
+C &ij = e|Vu|® —€|(&y - Vuel* I xr (ue) da
mzl zeerrn | A B
1<J
V(?/)u Oua) ’2 2
<C d=&; @& )| €lVue
Z [ (J0a-s e gy e
z<]

+ 6|(Id —fi,j X §Z,J)Vu;r|2> X7; (ue) dx

o T e
S5 ey ou)]| )Y

£ O(e(t), B(W) i [ ((1

i<j

+ 5(|Vu5|2 — (& - V)U€|2)> XT, (ue) da
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N
+ C(&(t), B(t) > min{dist*(z, I; ;), 1}5|Vu€|2x7—iyj (ue) de,

ij=1/R
1<jg

where in the last step we have used Young's inequality. By the coercivity properties (3.14d),
(3.23), (3.26), and (3.14¢), we conclude that

Ert siencann < C(f( ) (t))E[u5|f]

Step 3: Estimate for Exry;ce. For the estimate on Errjsce, we have to work a bit more. We
begin by adding zeroes and using (3.11) to obtain

EI"I"MC§
N 1 N 1 2

<3 [ 5T e+ X 57 @a(u)| k(1) do
Z%”<_jl kEti)

Ly

i,7=1
i<j

+ Z |B.§i7j|2\Vu€|2X7;’j(ue) dx

7,7=1
z<]

2 V 613) (¢i,j © U5>X7; (u€> dz
Rd 7

+ Z Id —§,;,®&,;)H ®B|Vus|x7—i’j(u€)dx

i,7=1
1<J
N 1
- 5 (V&) B - V(o o ue)xr, (ue)de
i,5,k=1 R4 ¥
i<jhe (i}
1 V(tjou) 1 V(4 o u.)
— ,7V.i7.’—®f8u i’.u€®7—
wzl R 2‘\/5< “a) IV(@ij0ue)| 2 i (e V(i 0 ue)|
i<j
2
+VE(B - &5)6is ® Vue| X7 (ue) da
N 1 N 1 2
+ Z / Y Z =(V - &)0uto(us)| x7 (uc)dx
’i,j=1 Rd 25 k=1 2 i,

1<j k¢ {ij}

N
1
- > — (V- &)V - &) Outhi j(ue) - Outpo(ue) X (ue)dx
g1 Jre 48 "
i<j k¢ {i, j}

Rd 2 V 61])(1(1 5@] ® 61 ]) B ® V(wi,j o UE>X7—M (us) dx

+ Z — €411 B - &* | Vue X7, (ue) dz

7,7=1
z<]

+Z (=6 @ €;) : H @BV, (u2) do

1,j=1
1<j
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N
1
- Z » §(V ~&)B - V(g o ua)XTM (ue)dz, (3.20)
i k=1
i<y ke (i)

where in the second step we have also used 0,; ;(u:) ® Wgziijzz :Vue = [V (¢ 0ue).

Now note that the three terms on the right-hand side of (3.20) that involve a 0,1 (u.) or
V (1pou,) can be directly estimated by C' E[u.|¢] by relying on the coercivity properties (3.15a),
(3.15b), and (3.15c). Similarly, the third-to-last term on the right-hand side is estimated by
CElu.|] using (3.4f) and (3.14d). This shows

ETTM% (3.21)
V(ijous) 1 V(9ij o ue)
S V‘€i7'7—®70uwi,‘ua Q=
22 S 2|f I ey oue)] © 22091 @ 190, o)
1<
’ 2
+ Z V §i)Ad =&i; ® &) - BO V(i 0 Us)Xﬁ’j (ue) dz
i,7=1
’L<j

+ Z Id —&,;®&,;)H ®B|VU5’XTM(U5) dx

i,7=1
1<j

+ CE[u.g). (3.22)

By adding zeros, the first term on the right-hand side of (3.22) can be rewritten as

N 1

[(B-&)&;+ (V- &j)&ii] ® VeVue

i<j
. V(’lﬂ@j 9 UE) 1 N V(Zﬂi,j Ou€> _
V)R, o] © \2yE0 V) @ [ o) T VeV
v(wi,j © us) ?
+(V- &) (WOUE)‘ —&ij | ® VEVue| x7_(ue)dr
< Z B 606 + (V- &)60 " el VueP i, (ue) deo
sz<]1
N3 1 V(1 o u.) 2
+ V'z"Qoo/ —— 0t (ug) @ ——2— — \/eVu, u.) dx
iJZle“ Gislzz Re |21/€ Yuglte) [V (95 0 ue)l Ve ()
z‘<j
v<wij o u.) ’ 2
+ *ng 00/ 7—_51',‘ €VU5 X..uadx7
”2:1 || JHL ’v<wi,jous>’ J ’ | 7;’_7( )
1<j

where in the second step we have used Young's inequality. Using the property (3.4c) of the
calibration (£, B) and the coercivity propeties (3.14d), (3.25) and (3.23) of the relative energy,
we see that the right-hand side is bounded by C'E[u.[¢].
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It remains to estimate the second and third term on the right-hand side of (3.22). Adding
zero, these terms are seen to be equal to

Z (d=&,; ®&,): B® Vu! - (;(V < &i,7)Outhij (ue)

2,7=1
1<J
Nooq 1
Z 5 (V- &) O0utho(ue) — (EAua—EauW(ug)) XTM(Ua)dI
KT}
N 1 T
+ i (V- &)(1d =& © &) : B Vug - Ouo(ue)xr, (ue) dz
ij,k=1 d ’
i<j]k¢{u}
LS @Bl [ cl0a-g, 06Vl ) ar
i Rd N
ij<j1
-1 1 N 2
+ 4 % (5Aus — €8UW(UE)) + Z(V - &) 0uti(ue)
R4 i=1
N
£ Y IV-blie Bl [ 900owhr (0 d,
ij,k=1 d ’
i<y he (i}

Here, in the last step we have used Young's inequality for 6 > 0 small enough. Using the
coercivity properties (3.14e), (3.14d), and (3.15c) of the relative energy, we see that the first
and last term on the right-hand side are bounded by C'E[u.|¢].

Overall, we have shown

Frr <C()[u|§]—|—5/1<5Au 8Wu>+§:V§ i) dz
MC¢ € % € s gt z uz € T,

Rd

which was the only missing ingredient for the proof of the theorem. m

In the above estimates, we have used the following additional coercivity properties of the
relative entropy. We shall defer their proof to that of the other coercivity properties from
Proposition 39 and 38.

Lemma 43. Let W, oy, ¢, &, and &, ; be as in Proposition 39. We then have

2

al \% ¢z j O Ue
2 /]R M =& el Vuel"xr (ue) do < CEfucl],  (3.23)
Z;;]gjl 5]
al 1|Vt 0 )] i
v 2 VelVul| xr (u.)dx < CEfu.|é], 3.24
jzl/m 2ve |Vl Vel X, (ue) [uelé), (324)
1<J
N 1 V(i o u. ’
> /R ) Q—ﬁam,j(ug) ® M —VeVue| xr (u:)do < CE[uc[],  (3.25)
i,j=1 2,7 S
1<J
Vu!Vu, ? 9
Z 69 ® 8~ T | eIVl X () do < OBl (326)
i,j=1 € '
1<J
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3.4.2 Time evolution of the relative energy

We next give the technical computation that provides the estimate for the evolution of the
relative entropy stated in Lemma 42. Although in parts technical, it is at the very heart of the
proof of our results.

Proof of Lemma 42. By direct computations, using the definitions (3.2) and (3.1) as well as
(an analogue for 0,; of) the relation (3.9), we obtain

EE[uslg] - / (gAus - 18uw(ug)> 8151,65 dl‘
Rd
- Z (V- &)t (ue) - Dy da

+ Z 04 - V(i ou.) da
i=1J R4

- Z (V - &i)Outbi(ue) - (Aug - 5128“W<u5)> dx

2

dx

5Au€ - 78 W (ue)

— Z até-’bj (wi,j o uz—:)Xﬂ] (uff) dz

i,j=1
1<j

+ Z 3t§k (%Ous)xﬁj(us)dx.

i,5,k=1 Rd
i<j,k@{i,j}

By adding zeros and using again (3.9) as well as (3.10), we get

_/ 1
N Rd 9

—Z (V€00 () - (B = 50,V ()

2

eAu, — 7(9 Wiue)| da (3.27)

- Z 315&] (B-V)&ij+ (VB)'&5) - V(10 us)xr,  (ue) dz

2,7=1
1<j

N
+
i,j,k=1
z‘<j k¢{i,j}

(atfk +(B-V)& + (VB)Tfk) V(i o Ua)XTm (ue) dz

Rd2

N

—Z vgl. (Yiou.)@Bdz—> [ VB:&® V(¢ 0u.)de.

=1 Rd

Integrating by parts several times and making use of an approximation argument for ((&;);, B),
the last two terms in the equation above can be rewritten as

N
—Z vgl. (Yiou.)®Bdz =Y [ VB:&®V(¢;ou.)de

=1 R4
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3.4. The relative energy argument

Zii » %(us)(BV)(V-&)dHi g Vi(u)(VB)T : V& da
—fj VB:&@V(%oua)dx

=—Z V(3o u.) dx—z | i)V - B)(V - &) de
—Z | ilus) (& V(Y dx—Z T 6@ V(o) da

—Z VB :&® V(Y ou.)de
Rd

N
=2 [ (V- B)& — (V- 8)B) - V(diou) dr
i=1J R
N N
_Z B:V(z/)ioua)@&dx—z VB :§® V(Y ou)dr
= Jra i=1JR?
N
(32) (V-B)& — (V- &)B) - V(i ou)de
i=1 JRY
1 ; 1
+ 3 g 5VB :V(¢ijous) ® fi,jXﬁj(uE) dz
ij=1J R4 7

+ Z i QVB ij® VW%J © us)XT (ue) dx
7 1
7,J<]
N 1
— Z §VB : V(g ou)® kaTi (ue) dx
ijk=1 JRd N
i<j, ki{l J}

— Z VB & @ V(g OUE)XT (ue) du.

i,7,k=1 Rd
i<jk¢{i.j}

By adding zero, we obtain

_Z sz ¢zoua)®de_Z VB: €z®v(wzoua)

R4
—Z — (V- &)B) - V(¢ o u.)dz (3.28)
V(i o uc) ) ( V(i 0 ue) )

—_ VB L YW ole) o Y Wijote)

uzl <£ T V(@ 0w @& |V (tij 0 ue)l

X ‘v(¢z,] o U€>|X’Tm (us) dz
 VWijoue) o V(Wijou) oo 1

! Z 202 P W ou)] © W (g ou] ¥ Vi O el (e do

111



3.

SHARP INTERFACE LIMIT OF THE VECTORIAL ALLEN-CAHN EQUATION

+Z

VB 5@]®€1]|v(¢zyoua)|XT (us> dz
i,j=1

1<j

- i

SVB: V(b ou) ® Gox (v
ijk=1 JRI

;) dz
i<j.k¢{i.j}
N
- Z §VB 26 @ V(Yo oug)xr (ue)de.
ijk=1 JRI
i<j.k¢{i.j}

Using the relation

—/ H. -B|Vu.|dx
Ra

1
(3.16) ‘/ VB : Vil Vu, dx*/ (V-B) (€|V“E|2+W(“E)> d
R4 R¢ 2 :
N

in view of >7;%_ 1., X7 (uc) =1 we can rewrite the third term on the right-hand side as
»J
N

EVB . v(wl,] o uE)
i1 JRa 2 |
1<j

V('lvbi,j o ua)
Vg oug] ¥ Vi o vl () de

V(s ou) |

_/ HE-B|Vu5|dx+/ (€|Vu6|2—|—1W(ua)> da
R4 2 €
N
V(i o ue) V(ijou) 1
+ / VB: < ® : -
132:1 R IV(ijous)| — [V(¢ijoue)|2
1<J

V(i jou)| — 5VuaTVu€>

X XT. (ue) dex.

Inserting this relation into (3.28) and inserting the resulting equation into (3.27), we obtain by
collecting terms and adding and subtracting Zf\; 1< fRd %fw (0 ;
ue) |X7’i’j (ue) dz

+ (B V)&,V (W0

d
~ Elu,
1 1 2
=— [ —l|eAu. — fauW(us) dz+ [ H.-B|Vu.|dz
Rd € R4

—Z (V- €)0u{ue) - (Due = 50V (u)) do
- Z

[V &)B - V(Yioue)de

+ Z 5 atfw (B-V)&;+ (VB)'&)
2,7=1 R4
1<J

V(i o ue) o
: (&J - w) IV (Wi, Ua)|XTi7j (ue) da
- Z 51_7 atgi,j + (B

i,j=1

V)&V (i 0 ue)xr,  (ue) dz
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€ 5 1 N
+/Rd(v.3)<2|vu€| +EW(UE)+;§i.V(¢iou€)) dz
N
+

i, k=1
i<g,k@{i.j}
N 1
-y 5VB V(o oue) ® Gexr (ue) dx
ijk=1 JR ’
i<j,k@{i.j}
N
i, k=1
i<j,k@{i.j}

al 1 V(¢ij o ue) ) ( V(9ij 0 ue) >
- -VB: ij_—7 i,j_—’
7,]2:1 /Rd 2 (é- 7 |V(¢m © ua)| ? 5 |v(w1,] B ua)|

1<J

S0+ (B- V)& + (VB)G) - Vi o)y (u.) da

Rd2

SVB 6® V(o u)xy, (u) da
Rd

X V(i 0 ue)|xr, (ue) dw

V(15 oue) V(15 ouc) 1
! Z (W(%‘,j ou)| ? [V (1ij 0 ue)| 2

IV (1 0ue)| — 6VuETVu€>
zzj<j1

X x7 (u)dx.

]

Lemma 42 follows from this equation using the definitions of the errors (3.19a) — (3.19¢) and
the next formula (whose derivation relies on Z%’:mq X7, (ue) = 1 and repeated addition of

ZeI’O).
/
R4 9

- XN: (V - &) Outhi(ue) - (Aus — ;&W(ug)) dx

1
eAu, — gﬁuW(ug)

2
+/ H. -B|Vu.|dx
R4

—Z V &)B - V(i ou.)dx

N
- Z/ ‘H B gzj)gzjlvua| XT (ue)dff
’LZ]<j1
—/ 1<5Au Lo |2> do
rd 26 e © c

2
dx

eAu, — 8UW(UE)

_/Rd 2e

—Z (V-8) uwqu)-(Aua—;auW(ua)) de

- Z (V- &)B - V(Wioue)dz

+ Z ’B &g 180 1* Ve "X, (ue) do

i,7=1
1<J
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+ Z Id —&,;®&;) He ®B|Vu€|XTi (ue) dz
i,j=1 7
1<J

N
--3 /Rdg [H. —2(B - €.,)60, Ve
z,i]<—jl

XT (ue) dx

2
dx

1

1 1 N

/ - €Au5 - 78 W uE ) _'_ Z V 51 uwz ug)
2e € =1

1

/ — | leAue — =0, W (u.)

2e €

( 2—\HEP) i
-

i/ V-&)B-V(¢;ou.)dr

+ Z ’B : 5i,j|2|€i,j‘2|vu5‘2XTi’j (ue) do
2,7=1
z<]

2

V &) u¢z(u5)

+Z (=&, ® &) - He@B|Vue|xy, (ue) do

2,7=1
1<J

3.4.3 Derivation of the coercivity properties

We next show how our assumption (A4) implies the coercivity properties of our relative entropy.

Proof of Proposition 39. To prove (3.15a)-(3.15¢), let i, 7 € {1,..., N}, i # j; suppose that
(x,t) is such that u.(x,t) € T; ;. In particular, we then have y; (u.) = 1.
¥

Proof of (3.15a) and (3.15b): Starting from (3.12), expanding the second square, and making
use of Young's inequality, the fact that for each (x,t) there exists at most three indices
ke{l,....N}\{i, 7} with &(z,t) # 0, and (3.13), we obtain

|Vu5|2—|— Wue +Z§e (e 0 ue)

o=
1 1 1 N 9
> Z‘ﬁwg - % <;auwi,j(u5) ® &y — kz::l ﬁ&ﬂﬂo(ug) &® \/§§k>
k¢{i,j}
1 2 - 211 2
oo [2W ) = (165" + (4 = dear) D2 V385 &l L0, ()
k=1
k¢{i,j}

_lgcal ) ‘ ﬁ au?/)o (ue)

i (|\/§§k|2+
=4

2].
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3.4. The relative energy argument

Then, by adding zeros and using |v/3£| < 1, we obtain

5 s 1 N
§|Vu€\ + EW(Ue) +> & V(¢eou)

I=
| | 1 N ’
KT}
1 2 2
—+ ?8 QW(Ug) — ‘%&ﬂbw(ug) - (% + 5ca| + 5coer,1)‘%au¢0(u6)

- 5coer,2 |8u¢i,j(ue) : au¢0(u6)| ]

5coer71 2 5coer,2
2e %au@z}O(ua) + 92 |00 j(ue) - Outho(ue)]

where Ocal, Ocoer,1, Ocoer,2, Ocoer,3 > 0 are arbitrarily small constants. Finally, using (A4) and
integrating over the set {z : u.(x,t) € 7, ;}, we can conclude about the validity of (3.15a)
and (3.15b).

+

Proof of (3.15c): By adding zero, we can write
V(% o ua) = aqu(ua) : vua

1 1 N
= %aqu(ué:) : l\/gvus - % (éauwz,] ® gid - kgl ﬁau%(us) & \/§§k>‘|
k¢{ig}
+ Lol - Oy = 1 Y loun(u)PVEE
2€u08 u 1,7\ Ue )Si,j 5k:1 2\/§u05 k -
k¢{i,j}

Then, Young's inequality yields

|V (4o 0 u)|
1
S ?g‘auw()(us)ﬁ

1 1 Al 2
+ Q‘ﬁvua - % <$auwz,](ua) & fi,j - ;;1 ﬁ&ﬂ/jo(ua) & \/§£k>
k¢{ij}
1
+ 27€|au¢0(u6) ' au¢i,j(u€)||§i,j’
1 al 1 2
+2 2 5vpl0ute(ue) PIV3E
k=
/%E{i}j}
Using Young's inequality and the estimate (3.29), we can conclude about the validity of
(3.15¢). O

Proof of Proposition 38. Proof of (3.14a), (3.14b) and (3.14c): Using (3.9) and adding zero,
we obtain

N
1
Elu|¢] = Elu.] — Z e §’v<wi,j o U5)|X7’i_j (ue) dx
i,j=1 '
1<j
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N
+ §k V(thy o UE)XTM (us) dz

ijk=1 JR4 2
i<j k¢{i,j}

w2 [ e D Y ouli () ar
R4 2 | “J

V(Q/)i,j o u.)|

i,7=1
1<j

From assumption (A4), we can deduce

1 1
19 Wy 0 e () < 5100t (el [Vetel i, () < /200 (o) | Ve, ().

Hence, using the definition of Eu.], we have

N
1
Blugg]+ ) §||fk||L§°|v(¢Ooue)|XTi.(ua)dx
igk=1 JR4 N
i<j,k¢{i,j}
N W(u€)>2
> VelVu | — —— x7 (ue)dz
£ [ 3w
z'<j

+ Z 5 <1 _ fu W)|V(¢m o u€)|X7—i,j(u5) dx .
Rd

V(¢ oue)l

i,5=1
1<j

Then, noting that

V(uot) o P ouh (u)
V(i ous)| g © Ue)IXT, ;U

v(wlﬁ o ua) e}
<2 (1 —&ij- W(%M) V(i 0 ue)lxr, (ue)

together with the fact that >),_ 1, . x7 (u:) = 1, we see that both (3.14a) and (3.14b)

follow from the preceding two formulas and (3.15c). Furthermore, using

min{distQ(x,Ii,j), 1} <01 - |fw|) < C<1 — &g IV (¢, 0 u)|
©,J €

we obtain (3.14c).
Proof of (3.14d): By exploiting (3.9) and by adding zeros, we obtain

(ﬂwz W) ) s, ()

1
\Vus!2+ Wua +Z€e V(e o u.)

(=1

[ V(W o )| + 2 [V 0w

XT,, (ue)

X7;_’j (ue) .

As a consequence, we have

N 1
min{dist*(z, ; ;), 1} <€]Vu5\2 + W(us)> X7 (u:)dx
ij=1J R 2 € "
i<j
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N

< Blug|] + min{dist*(z, I; ;), 1}|V (¢i; o ue)|x7 (u.)dz
ij=1J R4 7
i<j

N

+ ) V(%o o us)| xr (ue)da,
ij=1J R4 7
1<j

whence we deduce (3.14d) from (3.15c) and (3.14c).
Proof of (3.14e): Expanding the square and using 1 — cdist®(+, I; ;) < |&;] < max{l —
C dist*(+, I;;)),0}, we obtain

el(1d =& ® &)Vl 7 (ue) < e Ve = el (& - V)uel*] X7, (ue)
+ Cmin{dist*(-, I; ;), 1}e|Vu. [*x7:, (ue) .

Then, by adding zeros, we obtain
el(Id—&; ® &)Vl *x7, (ue)
1 N
= [SIVuEF + E2W(u€) —&ij - V(i ou) + Z &k - V(1o o)
KT}
N 1 , 1
- Z gk : V(% o ua)XT, (ua) + |:4|au¢z,](u€)| - QW(ué?)} XT (Ua)
k=1 “ € € "
k¢{i,j}
1
- {4€|au¢z‘,j(ua)!2 =&y V(g ous) +el(& - V)u5|2] X, ,(ue)
+ C'min{dist*(-, I ;), 1}5|Vu5|2X7;j (ue)

XTM (ue)

<2

1 N
g’qu‘Q + EW(UE) + 255 . V(W o us)] X’Ti’j (us)

(=1

N
£ 3 leela V(o 0wl ()
ke 1)
+ [0 () = 220 ) e, (ue)
45 u ', Ue c Ue X7;J Ue
2

- ‘Q;gami,xua ~ VE(&y - V)| X ()

»J
+ C'min{dist*(-, I ;), 1}5|Vu5|2x7;j (ue),

due to (3.9). Noting that assumption (A4) implies

1
4 auwi,j (us)

2
XTM (ue) < 2W(UE)X7;J. (ue)

the validity of (3.14e) follows from (3.15c) and (3.14d). O

We next prove the additional coercivity properties stated in Lemma 43.
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Proof of Lemma 43. Proof of (3.23): Note that (3.30) yields

al V(wij ou ) 2
= = & 5| elVuexr (ue) da
ljzzzl /Rd |V (155 0 uo)| i\ &l | 72,]( )
i<j
i V(wz i OU ) 2
§8Eugg+ #_52, le’ousxfu/s dm
[ ’ ] i;l R4 |V(¢m Ous)‘ / ‘ ( J )l TLJ( )
i<j
N
+ 34 V(o oud)xr (uc)da,
2,7=1 Rd »J

i<j
Hence, using (3.15c) and (3.14b), we obtain (3.23).
Proof of (3.24) and (3.25): First, we compute

L V(% o0ue)| 2
|2\@ Vo VEIV] ()
_ [V ou)? >
= L IZRE +e|Vu|* — [V (95 0 u)| XT., (ue)
and
1 V(i o ue) 2
7811 1,5 \Ue (%9 SR S EVUE - (u, dz
|2\/E 1/] 7]( ) ’v(¢l,j ° u5)| \/_ Xﬁa( )

1
— |0 ()P + eVl = [V (g 0wl X7 ().
Then, from assumption (A4) we deduce

IV (¢ 0 u)l?

o, (1) < s ) () < S () (o).

Finally, by exploiting (3.9) and by adding zero, one can conclude about the validity of both
(3.25) and (3.24), due to (3.15a).

Proof of (3.26): Since we have

VuETVua 2
fi,j ® é_ivj - |vu ‘2 5’vus|2XTi’j (us)
fi,' : Vu—grvua : §i,‘
< [2 — 224 VP J EIVUEFXTZ.J(U&)

<2 [e|Vuel” = e|(§y - V)uel] xr (ue)
< 2e|(Id =&, ® & ) - V! [Pxr, (ue) + C min{dist*(-, I ;), 1}5|Vu5\2)<7-ij(u5)

(where in the last step we have used the estimate 1 — C'dist*(-, I; ;) < |& ;| < max{l —
cdist®(+, I;;)),0}), the bound (3.26) follows from (3.14e) and (3.14d).

O
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3.4.4 Convergence of the phase indicator functions

We now show how to obtain the error estimate at the level of the indicator functions.
Proof of Proposition 41. Using (3.1) and the fact that suppd;x; C Osuppy; as well as
¥; = 0 on Jsupp x;, we compute

d
dt

— /Rd gauwi(ua) . (sAua — i&W(%)) 9, dx + /Rd(wi(ua) — X,)009; dz

| (Wilue) = Xa)vide

1 1
— /R Ouiu) (EAUS _ gauW(u5)> i de + /}R B V(b ou)dida
+/<vw%wmm—xm%m+/kmwa—xx@m+3-wmdm (331)
Rd Rd

where we added a zero and then integrated by parts. Note that we used the fact that ¢; =0
on H{x,; =1}
By (3.6), the last two terms on the right hand side of (3.31) can be bounded by

(19 Bl +C) [ Ios(u0) = il .

As for the second term on the right hand side of (3.31), we perform the folllowing decomposition

N
/d B - V(l/)z‘ o Ue)ﬁi dr = Z d(B ) fj,k)fj,k : v(% o Ua)ﬁiXTjk(Ua) dz
R jk=1JR ’
j<k

+ Z [(Id =&n @ &x) B)] - V(i 0 ue)Vixy (ue) dz,

7,k=1
i<k

whence, by adding a zero and using Z;Vk:l,#k X1, = 1,
’ ’ Js

/ B -V (¢ ou)V; d
Rd

\V4 T
= / 1 H Ue uwz<us)
R

d € |V 5‘
VuT
+ Z B fjk)fjk’vus‘ E] |V | ui/h(us) 1X7;.’k(u€>dx
ij<k1
N
+ > | [(1d=&x®&x)B)] - V(i ou)ixr (ue)da.
jh=1 IR s
i<k

Note that the last two terms are nonzero only if j = ¢ or k = i. Hence, using Young's
inequality, the second term can be estimated by

Z ’6 B 51 k)fz k’vue‘ HEIQXﬁ’k(UE) dz
k;éz
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}: oI, () dr
k;éz

As for the third one, we obtain using Young's inequality and exploiting the coercivity property
(3.14e)

N
> d[(Id —&ik ® &ik) B)] - V(i o uc)lix (ue) dw
(=
<§2 |18 © G BVl P, (ue) d
k;éz
al 1 2 2
+) —|0uts| "] XTk(us)dx
k=1 J R4 € "
ki

N
1
< OBfu|é] + Z *|au¢i|2|19i|2XT k(us) dz.
b—1 JRd g 2
ki
In summary, we have shown

d _
G L)~ x)pi

N
_ 1
SO/Wwwa—mme+z: ) Pl P, ()
R4 k=1 J Rd g »

k#i
Y Z |€ B - gz k)fz k|vu6| H€|2X7;,k(u5) dz
k;é'L

1 1 1 A\

7aui 5'<Ae_auW s)ﬁzd /H u Wi\ Ue
+Aw o) - (e = 20 () ) v+ [ ZH ) de

We estimate the two terms in the last line
1 1 1 VuT
*8ui e)’ As_*auw 5 192d *H (%) sﬁd
/Rda Yilue) (gu € <u)> x+/Rd€ V| Ol )01

.
— /Rd - [ (5Aug - iauW( )) +H, - ’gu |] 0t (ue)Y; da

T2
< ;/R‘i i [ (5Aug - i@uW(ug)) + HE|ZZ‘Z|] dr + = L / —[0uthi (ue)[?[05]? dz
2 T
< Rd;g (5Aug—i8uW(us) CH 12) dx—Adi[Id—W] H.@H. do
45 [ Zlou i ds
2 Jpa €
1
2

1
eAu, — EQUW(ug)

I
T
~/—

2
1 1
—mx)m+2/@M@Wmmm
Rd €
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where we used the fact that [Id V& V{ﬂ is a positive semidefinite matrix. Since |0,¥;(ue)| <

C'\/2W (u.) and |9;] < min{dist*(-, dsupp¥;), 1} < Cmin{dist(-, I;),1} (see (3.5)), from
(3.14d) it follows that

1
/Rd g\auwi(ug 29,2 da = Z fyauwl ue)|? \191-\2)(7—1_7]6(%) dz

k:7£7,
<CZ fQWuE \19])(7( o) dx
Rd €
k:;éz
< CElucle].-

Summarizing the previous estimates, we get

d

dt (¢z(ua) 5(1)191 dx

< CE[uE\f] +C/ Wi(ue) — X;l[Vs] dz

Z |€B gzk)gzk‘vua| H€’2X7;1k(u6)dx

k;ﬁz
2
— | H, |2) dx

+/ !
Rd2€

An application of the Gronwall inequality to Theorem 40 yields

1
eAu, — g(‘?uW(ua)

sup Eluc|](t +ZZ |€ B &ix)ik|Vue| — H€|2X7k(u5)dx
+€[0,T] = 127&1 :

1
eAu, — gauW(ue)

+[ 5
Rd 2e
Integrating the previous formula in time and inserting this estimate, we deduce by the condition
(3.5) on the weight v;

H F) dr < C(d, T, (X(6)reto.r) Eluc €] 0)

[ T) = % T T
< C(d, T, (x(t))cpm) Elu:1£] (0 / » (¥i(us) — x;)¥; dx dt.

The Gronwall inequality now implies our result, using again (3.5). O

3.4.5 Proof of the main theorem

Our main theorem (Theorem 29) is a simple consequence of Theorem 40 and Proposition 41.

Proof. Combining Theorem 40 and Proposition 41, we obtain the desired bounds

sup E.[u|¢](t) < Ce,

t€[0,T]
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sup max [ [i(u.(-, 1) — x,(-0)| dist(z, Dsupp ¥,(- 1)) da < Ce.
te[0,7) *€{1,-,N} JRa

Finally, proceeding as in [48, Sec. 3], one can conclude about the error estimate of order gl/2
in terms of the L'-norm. O

3.5 Construction of well-prepared initial data

In this section we construct an initial datum u.(-,0) complying with the following relative
energy estimate:

Elu.|¢](0) < Ce, (3.32)

where the constant C' > 0 depends on the initial data (x;(+,0),..., xx(+,0)) and the potential
W satisfying assumptions (A1)—(A4) (see Sec. 3.2). In particular, we provide an explicit
construction of u.(+,0) for a network of interfaces meeting at two-dimensional triple junctions
(d = 2) satisfying the 120 degree angle condition. To this aim, we adopt a geometric setting
for the initial network which was already introduced in [46, Sec. 5-6] in the general time-
dependent case. A similar construction can be provided for three-dimensional double bubbles
(d = 3) satisfying the correct angle condition along the triple line, this time by exploiting the
corresponding geometric setting given by [57, Sec. 3-4].

Note that from our construction and the fast decay of the Modica-Mortola profiles towards the
pure phases o;, 1 < i < N, it will also be apparent that our initial data u.(-,0) also satisfies
the estimate

max [¥i(ue(+,0)) = Xi(+, 0)| dist(z, Isupp x;(+, 0)) d < Ce.

€{1,..,N} R4

In fact, for this lower-order quantity one may even show the stronger bound O(¢?). In summary,
the considerations in the present section will establish Proposition 31.

3.5.1 Rescaled one-dimensional equilibrium profiles

For any distinct 4,5 € {1,..., N}, let v;; : [-1,1] — R? be the unique constant-speed C"
path connecting «; to «; such that 7, ;(—1) = o, 7 ;(1) = o, and

/_ VWGl = 1.

Let 0, : R — [—1,41] be the unique solution of the ODE

/ ~

0 () = 17 (B ()] 2W (75 (B ()

with boundary conditions éi,j(:l:oo) = +£1. Due to the growth properties of W in the
neighborhoods of ; and «a; (see condition (A1) in Sec. 3.2), the profile 6; ; approaches its
boundary values 1 at +0o0 with a power law of order (1%2 for ¢ > 2 and an exponential rate

for ¢ = 2 [121].

I:et s, € R such that 0;;(s?;) = 0. Let p > 0 be such that 0,;(p + s?,) = é:j and

0ij(—p+s);) = —@;j for @fj € (0,1). We define the rescaled one-dimensional equilibrium
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3.5. Construction of well-prepared initial data

profiles 8; ; : R — ~; ; as

0. (s) = Vi j (0%9@',3’(5% V(s+ S?J) A (p+ 5%))) for s € [0, 00), (3.33)
1,5 = Y .
Vi,j %Qm((—p + Sg’j) V(s + S?yj) A 39,;')) for s € (—00,0),

so that 6, ;(s) = «; for any s < p and 6, j(s) = «; for any s > p. Furthermore, we have

(0:5)'(s) (3.34)
L 9i7j(s§’7j V(s + sgj) A(p+ sg{j))> for s € [0, p),
0

Dif((=p+ )V s+ s2,) A sb,)) for s € (=p,0)

(3.35)

Note that, if IV satisfies additional symmetry properties along the path ~; ;, then ém is odd,
thus s?. =0 and 0, ; = @:j. Moreover, if W satisfies additional symmetry properties with

—+
respect to all the paths v; ;, then all 6, ; coincide.

3.5.2 Geometry of the initial network

For simplicity of notation, we shall omit the evaluation at initial time throughout this chapter,
i.e. we write Y instead of ¥(-,0). Let X = (Xy,..., X,y) be an initial partition of R? with
interfaces 0{x; = 1} N d{x; = 1} =: I;; for distinct 4,5 € {1,...,N}. We decompose
the network of interfaces according to its topological features, i.e., into smooth two-phase
interfaces and triple junctions. Suppose that the network has P of such topological features
Tn, n € {1,..., P}. We then split {1,..., P} =: C U P, where C enumerates the connected
components of the two-phase interfaces and P enumerates the triple junctions. In particular,
if p € P, 7T, is a triple junction, whereas if c € C, 7. is a connected component of a two-phase
interface I; ; for some distinct i, j € {1,..., N}.

In the following we use a suitable notion of neighborhood for a single connected component of
the network of interfaces provided by [46, Definition 21]. In particular, we adopt the notion
of localization radius, which allows to define the diffeomorphism corresponding to a single
connected component of a network as it follows. Let r; ; be a localization radius for the interface
I;j and let n; ; be the normal vector field to I; ; pointing towards {x,; = 1} for some distinct
i,j € {1,..,N}. Then, the map U, ; : [; ; x (—r;j,ri;) = R?, (x,5) — x + sn, ;(z) defines
a diffeomorphism, whose inverse can be splitted as follows W; | - im(W; ;) — I; ; X (=735, 75;),
T (Pfi’ja:,disti(x,]i,j)), where Py, :im (¥, ;) — I;; represent the projection onto the
nearest point on the interface I, ;, whereas dist™(-, I; ;) : im (¥, ;) — (—7;;,7:,) a signed
distance function.

Similarly as in [46, Definition 24|, we provide a notion of admissible localization radius for a
triple junction.

Definition 44. Let d = 2. Let X = (X, ..., Xy) be an initial partition of R% with interfaces
O{x,=1},i=1,...,N. Let T be a triple junction present in the network of interfaces of ,
which we assume for simplicity to be formed by the phases 1, 2 and 3. For each i € {1,2,3},
denote by T; ;41 the connected component of I; ;11 with an endpoint at the triple junction T
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and let r; ;11 € (0,1] be an admissible localization radius for the interface I; ;. in the sense
of [46, Definition 21]. We call a scale r = r7 € (0,712 A 723 A731] an admissible localization
radius for the triple junction T if there exists a wedge decomposition of the neighborhood
B,(T) of the triple junction in the following sense:

For each i € {1,2,3} there exist sets W, ;11 and W; with the following properties:

First, the sets W, ;11 and W; are non-empty subsets of B,(T) with pairwise disjoint interior
such that

U Wi UW; = B.(T).

1€{1,2,3}

Second, each of these sets is represented by a cone with apex at the triple junction T
intersected with B,.(T"). More precisely, there exist six pairwise distinct unit-length vectors

i it+1 :
(Xi,iH’Xi,iJrl)ie{l 25} such that for all i € {1,2,3} we have

145

Wiier = (T + {aXly +bX/T tab e (0,00)}) N B.(T)
Wi = (T +{aXli\y +bX] 1, a,b e (0,00)}

1—1,2
The opening angles of these cones are numerically fixed by

i il Ty _ i i T
Xiiv1 Xiim = COS(E) =0, X Xiq= COS(E) .

Third, we require that for all i € {1,2,3} it holds

BT‘(T) N 7;,i+1 - I/Vi,i+1 U T C Hi,i+1
Wi CH, i NHG

with the domains H, ;1 := {x € R* : x € im (V,,,1)} N B,.(T), where ¥, ., is the diffeo-
morphism defining the neighboorhood of I, ;.1 in the sense of [46, Definition 21].

Let 7 := minyep rp, where r, admissible localization radius for the triple junction 7,. Let
p € (0,7). Consider a triple junction 7, which we assume for simplicity formed by the phases
1,2 and 3. Let € < p, then for all i € {1,2,3} we define

(i) the two-dimensional regions

M/fiL = Wi N {z € R?: 0 < dist™(x, viv1) < p},

Weiy = Wi N{z € R? : —p < dist™(z, Tri41) < 0},
: + —

M/ﬁz‘ﬂ = ‘/Vi/,)i—&—l U Wfiﬂ )

et _ e
Wit =W N BA(T),
€ P €7+ &€,—
Wi = Wi UWii,
satisfying the inclusions

Tiiri N B(T) C Wiy, T NBA(T) C Wi CW/iis
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3.5. Construction of well-prepared initial data

Figure 3.2: Notation and geometry for the construction of well-prepared initial data at a triple
junction T (d = 2) formed by the phases i, j and k for mutually distinct ¢, 5,k € {1, ..., N}.
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(ii) the one-dimensional segments resp. arcs

ﬁ’iﬂ = (T+ {aXf’Z-H ca € (0, oo)}) NOWL .,
R;,rz‘ﬂ = R;ﬁl? i1 = R
Hig,i-i-l = ‘/Vilji-&-l NOBA(T),

Hiby = Hi o N{z € R?: 0 < dist™ (2, Ti ) < p},
Hpy=H; N{z € R?: —p < dist™ (2, Tyi41) < 0},

3 7

(iii) S5 as the segment connecting R}, ; NdB.(T) to R}, | NIB(T);

0,3
(iv) the two-dimensional triangular regions W/ resp. W7 as the one with sides R;;,, and
R}, resp. the one delimitated by S7, R;,;,; and R; thus satisfying the inclusions

1,0—171

W cwfcw;.

Furthermore, we introduce PRIM WU (W n{z € U1 (Lii x [0,0))}) = Ry
Pro,, WU (Wi 0z € Wi (Lii X (=p,0)}) = Ry, Pre, s Wi — Hiiy

and Pg: : W7 — 57 as the orthogonal projections onto the nearest point on R;fiﬂ, il

H:,\y and S7, respectively.

3.5.3 Construction of the initial datum

We construct the initial datum u. := u.(-,0) seperately in each two-dimensional region
identified by the geometry of the network as introduced above. Then, we show that in each of
these regions the initial relative energy estimate (3.32) holds true.

Neighborhood of a connected component of a two-phase interface. Let T, be a
connected component of I, ; with either one or two endpoints at a triple junction for some
distinct 4,5 € {1, ..., N}. Let P; ; C P enumerate the numbers of triple junctions as endpoints
of 7; ;. Then, we can define

M, ::<{x eR*: —p < dist™(z,Ti;) <p}\ U Br(ﬁ))

pEPi,j

U ( U 5\ Wf,ﬂ) :

pG'Pi,j

In the two-dimensional region MM, ; we define the initial datum u., by means of the rescaled
one-dimensional equilibrium profile (3.33) as follows

U570<l’> = QZ’J‘(E_I disti(x, i,j)) for any r Mz',j, (336)
whence we obtain
B, ; [u|€](0)
1 1
= [ Sl i T 4 T (B dist 0, )
M;

9%
1 1y —1 1: .+ —1 3: ..+
- 2*5(5@;"”1,;‘)(9@]‘) (e dist™ (2, Tiy)) - Outhij(0s;(e dist™ (=, Ti;))) da
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3.5. Construction of well-prepared initial data

< [ el e i T W By dist* (0, )
M;
= 2 2W Oy dist (@, 7)) da
i,
< [ )|l st e TP+ S e i, ) s
M;

i,

Here, we used that ¢, = 0 along ; ; for any k& € {1, ..., N}\ {4, j} and that 0,¢; ; (i ;) \v”\ =

2\/2W (7i;). Indeed, assumption (A4) implies 0,1 ;(7ij) -7 ; < 24/2W (7i5)|7i 41, then (A3)
gives the equality sign by contradiction. Then, in the last step we added a zero and we used

|(9¢7j)/<8>’2 S ﬁQW(&LJ(S)) Note that 1 — ’f@j‘Q S CdiStQ(‘,ﬁ’j), and that W(GZJ(S))

has an exponential resp. a power-law decay of order % for ¢ = 2 resp. ¢ > 2 as s approaches
q

the extrema of (—p, p), then it vanishes for s € (—o0, —p| U [p, 0). As a consequence, we

obtain Eyy, [u5|£]( ) < Ce? for some constant C' > 0.

Pure-phase region. Let i € {1,....N}. Let P; C P enumerate the numbers of triple
junctions as endpoints of a connected component of an interface between the phase 7 and
any other one. We set u. o = «; in the pure-phase region {Y;, = 1} \ (Upepi WiUUj 2z —
sn;j(x),x €1l;;,s € [O,p)}). Then |Vu.o| = 0 and, having W (a;) = 0, the initial relative
entropy is equal to zero in the pure-phase region.

Triple junction wedge containing a connected component of a two-phase interface.
Given a triple junction 7, let i,7 € {1,..., N}, i # j, be two of the three phases forming T
and let k € {17 ..., N} \ {4,j} be the third one. The initial datum wu. in the corresponding
wedge W is given by interpolation via orthogonal projections PH_sj, Pr, ; and Ppe+ , which
1, ) iyj
reads as
B dist(z, I; ;) + dist(z, R;)
~dist(z, HE;) + dist(z, [;;) + dist(z, R;)
dist(z, Hf;) + dist(z, R;;)
dlst(a: Hij) + dlst(x, I, ;) + dist(z, Ry )
N dlst(x H; ;) + dist(z, 1; ;)
dist(z, Hy ;)

uao(ﬂf) uHij (PHf,Jl.)

1, (Pr ;)

(P
+ dist(z, I; ;) + dist(z, R:) i Rii,jx)

+
for any = € W;;™, where

hi 33T . hEi—hl:-b .’ﬂ,T
i, (v) = %@,j(ie*h/f) + : i( )Hm(())
1,7 h , hZ:J
for any x along Hf] :
L, Z‘E' z T
sJ l,ij s l€
for any z along I, ;,
Tli‘ Z, T —e,+ 5 — 7” x, T

for any x along RZ] ,
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where @ = otk hEjE = dist™ (H ;N R, L), IE resp h is the length of I, ;N B.(T)
resp. OB-(T) N iji, whereas hii (), L (- T) resp. r;5(, T) is the length of the path
along Hz}i , 1; ; resp. RiA connecting to 7. Since ls» and hf”f are of order ¢, then this
construction gives that |Vu8,0( x)| is of order 1 /¢ for any r € Wi;. Hence, being the area of

W, of order €2, we can deduce

1
B [ud€)(0) = [ 5 [Vueal + 2W(ueg )£ 36 V(W o ung) da

i, /=1

€ C
S/ §]Vu570|2+g+C|Vus,o|dx§C’é,
for some constant C' > 0 varying from line to line.

Triple junction wedge not containing any connected component of a two-phase
interface. Given a triple junction 7, let i, j,k € {1,..., N} be three distinct phases forming
T. The initial datum wu. o in the region W7} is given by interpolation via orthogonal projections
PS;;, PR},k and PRL, which reads as

B dist(x, R;,) + dist(z, R;7;)
- dist(x, S5) + dist(z, R; ) + dist(z, R} )
L dist(z, Sj) + dist(z, R;;) § (PR* )
dist(z, S5) + dist(x, R} ;) + dlSt(:L‘ R; ) 3ok
N dist(z, S5) + dist(z, ;)
dist(z, S5) + dist(x, R ;) + dlSt(:B R};)

e iz, (Psso)

ugt (Pt ),

for any = € ng, where

si(x —c 55 —s(x 15
us: () = ](E )Qz’,j(é_lhi,j) + Jigj()@j,k(—g 'hir)
55 55
for any = along S}, (3.37)
rie(x,T) e e—rjp(x,T)_
uR;k(x) = ]<€9j,k(—8 1hj,k) + ]E()a
for any = along R} , (3.38)
rig (@, Ty ey £ (@, T)
Urf (z) = = - 0 5( lhi,j) é
for any x along R}, (3.39)

where Bi = dist(H;; N R, L), Ba = dist(H5, N Ry, [ix), s5 is the lenght of the
segment S5, whereas s; resp. r; (-, 7T) |s the lenght of the path along S5 resp. R ; connecting
to R, resp. T. Since s is of order ¢, we have that |Vu50( )| is of order 1/5 for any

z € W7, whence as above we can deduce that EWa [u:]€](0 fws S| Vueol® + 1W(u570) +

212:1 & - V(¢pou.g)dr < Ce, for some constant C' > 0.

Interpolation between two rescaled one-dimensional equilibrium profiles. First, we
introduce for any z € W/ \ W7 the set of coordinates (s, i), where h denotes the distance
from S5 while s is such that Vs - Vh =0 and s = 0 whenever z € ;. Hence, h € [0,7.],
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3.5. Construction of well-prepared initial data

where 7. := (r — €) cos({5) is fixed, and s € [0, 2h. sin({5)], where he == (cos(%5))Th+e.
The initial datum w. o in W/ \ W is given as follows

=

s

- =" 0., (—eVdist(P5 I
U o(T) 2. Sln(12) ik ( ist( R].,kx k)
2h sin s

 2hesin() -

2h. sin({3)

Qi,j (871 dlSt(PE+l‘, I@j)) 5 (340)

for any x € I/Vjp \ W7, where P, and Pp. projections along the s-axis onto R, and R”,
Gk i.j

respectively. Hence, we compute

88“’8,0('1:)
1 - 3 S — . s
m <9j,k-(—5 ldlst(PR;kx,Ij,k)) —0;,(c ldlst(PR:jx,]m))) ,
and
Otz ()
= 9 . s (ej’]g(_gl dlSt(PE— x7Ik’])) — 97;’].(6-*1 dISt(P;+:L',Iw)))
2h_ sin({5) cos({3) ik i
s
78 d t S_ ]’ 9 e 71d. t PS_ ].
2eh, sin(%) h dist(P R, #)(05) (=™ dist( R, ik))
2h, sin({5) —
25ﬁ581n(%) o st (P rET i) (Big) (7" dist(Fy R Lij)) .-
For the sake of brevity, we introduce the notation X(m) = € [0,1] for any z €

2he sin(3)
W2\ WE By adding zeros and using the Young inequality together with the fact that

5?2 < 4h sin®(75), one can obtain
£ £ £
§|VU5,0($)|2 = §|85u570(x)|2 + §|8hus70($>|2
£ 1 15 af Ds
< C?lej,k(—é Hist(Py @, L)) — oyl

+ C;|€i,j(5_1 dist(Ppy @, I ;) — oy

€

o 1 ,
+ OX (@) | (00) (—&" dist( Py . 1))
~ 1
+ O = A@)P-|(0:y) (7 dist(Ppy . ),

for some constant C' > 0. First, we consider

/ i 10 6(—e™* dlst(PRf z,1;1)) — oy]* dz
woAWws h
- 2sm(;;)/ Z10,0(—¢ ! dist(Py- . Iy)) — ogf*dh
0
S C/ |0j,k(_5_1 dlSt(Péfkl',]]yk)) — O./j|2 dh
0 7
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" .

<C [ Hele dist(Py . 1) - aull(650) (—2 ! dist(Py 5, 1) b
0 Jk
T'Eh

<c [ 2o 1d1st<Pfo La)ldh,
0

where we integrated by parts and C' > 0 is a suitable constant varying from line to line. Then,
we observe that dist(P}Sz_ x, ]j,k) is a homogeneous and increasing function with respect to h.
ik

s
On the other hand, we recall that |(6;x)'(s)| has an exponential resp. a power-law decay of
order ﬁ for ¢ = 2 resp. ¢ > 2 as s approaches the extrema of (—p, p), then it vanishes for
s € (—oo0, —p] U [p,00). As a consequence, we obtain

/ Sy dist (P, T340) — o do < O,
WoOAWs h_
and analogously
/ sy e dist(Py @, 1,,) e < Ce.
WOAWs h_

Second, we have
~2 1
/ A (2)=|(0x) (—¢ ldlst(PRf x, ~7k))|2dx
WP\W-E £ j.k
— 2sin(x) / N (@) (0,0 (7 dist (P, 1) P
0 j.k

Te h
< C/ < + 1) [(65) (=" dist(Py- . [;4))["dh
0 Js

and analogously
N 1
/ (1= M@) 210, (7 dist(P @, I,,))P da < Ce.
WP\WE g ’ i,J ’
Observe that by adding zeros we can write

W (u.o(z)) :X(x) <W(u670(:v)) —W(0;,(—¢ ~!dist(Ps- K2 I; )))>

R;
(1= A@) (W (o)) = WOy (e dist(Ph 2. 1:5))))
(=&t dist(P]%kx, L))
(1= AMa))W (6i;(= " dist(Ppy 2, L))
where \(z),1 — \(z) € [0,1] for any z € WP\ W5. Since W is Lipschitz (see (A1) in Sec.
3.2), then by adding zeros we obtain

1 1 .

EW(UE’O(:E)) — gW(@j7k(—g_1 dlSt(PR;kIL',I]Jg)))
C

< ;]us,o(x) —0;1(—¢ ldISt(PRf z, 1 1))|
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m\Q

(1= X)) (1032(— dist (P . Ti)) = gl + 16y (7 dist (P 2. 15)) — o)
and
1 1 -1 7z S
W olw)) = W (857 dist (P 2, 13,))
c s
< ;\ueo(x) —0;;(e 1dlst(PRi+_:c,[i7j))|
(j~

. Az )(|ejk( dlst(PR, x, 1)) — aj| + |0,-,j(5—1 dist(P;Lx,li,j)) —aj|>.

In particular, we have

/W”\WE g\ﬁj p(—e! dist(P;j_k:z:, L) — aj|dz

. "< h. ,
_ 28111(1”2)/0 P10 (e dist (P 7, i) — oyl

Te T _1h
S C/ (COS<12)2 + 8‘9]’7]{:(_5—1 dlsi;(P]S%—kx? I],k)) - aj| dh
0 7y

e2

<o (h " h) (030 (<=~ dist(Py_ . ;)] .

where we integrated by parts and C' > 0 is a suitable constant varying from line to line. Once
again since dlst(PR, x,1;) is a homogeneous and increasing function with respect to A,

recalling the decay of I( Jk) (s)| in s mentioned above, then we get
/ ij( ! dlst(PR_ x, L)) —aj|de < Ce,
Wﬂ\wa £ gk ’

and also

1
/ g|9i7j<5_1 dlSt(P;z_g.(L', ]i,j)) — Oéjl dz S Ce.
ij\WjE "I

Similarly, we estimate
/ —W(@ e dist(Py 7, 1))
whws €

Te ;La
< c/ PV (0~ dist(Py v, 1)) dh < Ce
0

due to the fact that dist(PE,kx, ;) is a homogeneous and increasing function with respect

to h and the decay of W(Hjjg(s)) in s. Analogously, we have

W(é’ je M dist(Pys ,1;5))) da < Ce.

ME

Finally, (3.9) together with (A4) (see Sec. 3.2) and an application of the Young inequality give

<C \V2W (uep)|Vueo| do

WEAWS

& - V(¢poup)de
WAWE
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Figure 3.3: lllustration of the disjoint partition {7;'}; j.iz; of the simplex A%

<C

€ 1
/ 2|Vu570|2dx—|—/ —W(uep)dz| .
WAWE WOAWE €

J J

Then, from the estimates above we can conclude that

€ 1 N
§|Vu570|2 + =Wue) + > & V(i ouep)de < Ce
\W;? < (=1

Eyovwe[uel€](0) := /WP

J

for some constant C > 0.

3.6 Suitable multi-well potentials and a construction for
the ¢Z

We next proceed to show that the class of N-well potentials satisfying assumptions (A1)—(A4)
is in fact sufficiently broad.

3.6.1 A class of multi-well potentials

Let AN~! be a (N — 1)-simplex with edges of unit length in RY='. We denote by {7; ; }i.j.iz
its edges and by {a;}; its IV vertices, so that |a; — a;| = 1 for any mutually distinct
i,j € {1,..., N}. We can decompose A"~! (almost) symmetrically into a disjoint partition
{T:;}iji<; such that each point z € AN~ is assigned to the set 7;; if 7;; is the edge of
AN=L that is closest to x, with 2 being assigned to the edge with the lowest i and j in case
of ties. Each T;; can be further split nearly symmetrically into 7 and 77 by defining T}
to consist of the points in 7; ; that are closer to «; than to «;. For an illustration of this
partition, we refer to Figure 3.3 for N = 3.

For the purpose of our construction of the ¢; from condition (A4), we introduce some further
notation:

= Forie{l,..., N}, we denote by U; := B,,,(c;) a ball around the vertex «; with radius
Ty € (0, i}
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Figure 3.4: lllustration of the partition of the simplex A? given by {U; N A?},, {(Ni; \Ui) N
AQ}Z'<]', and A2 \M,j

-1

o =2 18w

.. .. ad,?
77‘7.] PZ’]uPi,j u

1
1
1
1
- P 1
1
1
1
1
]

Figure 3.5: Projections of u € 7} onto 7; ; C A%

» Fori < j,i,j € {1,..,N}, we denote by NV, := {u € RN7! : dist(u,y;;) <
rysin(By)} a neighborhood of the edge ~; ;. Here, By € (0 is a fixed positive

’ 12(17\;—2)]
angle.

For a depiction of the resulting partition in the case N = 3, we refer to Figure 3.4.

We furthermore make use of a couple of additional abbreviations.

= Forany i<y, i,j€{l,..,N}, wedenote by P,;:7;; — 7, the standard orthogonal
projection onto 7; ;, i. €. the projection onto the nearest point on ; ;.

= We denote by Pijd’i : Ti; — 7., the radial projection onto v, ; with respect to «;, i.e.

rad,i . . rad,i .
P ;""u denotes the point on ; ; with |P;S""u — a;| = [u — .

= For any u € 7; ;, we denote by 6;(u) the angle formed by u — «; and 7; ;.

For an illustration of these notions, we refer to Figure 3.5 (again in the case N = 3).
Definition 45 (Strongly coercive N-well potential on the simplex). We call a function

W . AN=1 — [0,00) a strongly coercive symmetric N-well potential on the simplex if it
satisfies the following list of properties:
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1. The nonnegative function W € C*(AN~1:[0,00)) vanishes exactly in the N vertices
{ay,...,an} of the simplex AN=L. It furthermore has the same symmetry properties as
the simplex AN,

2. Given the geodesic distance

disty (v, w) := inf { /01 V2W (y(s) |y (s)] ds : v € C(]0,1]; R?)
MMym):uyﬂ):w} (3.41)

the infimum for disty (v, ;) is achieved by ~; ; and disty (o, ;) = 1 for any i,j €

{1,..,N},i#j.

3. (Growth near the minima «; depending on the angle.) For any distinct i,j € {1,..., N}
and any v € U; N T; ;, we have the estimate

(L +w(B5 ()W (P u) < W (u), (3.42)
where w : [0, m] — [0,00) is a C* increasing function such that

w(P)=0 for3=0, (3.43a)

w(B) >0 for € (0,By), (3.43b)

w(B) > Cy for B € [By, gl (3.43c)

where C,, > 0 is a suitable large constant depending on N and where [ < m

4. (Growth properties of W and Lipschitz estimate for \/2W (u) on the edges ; ;.) There
exist constants ¢, C, > 0 such that

ey — ;)" (u— ;)" < W(u) < Cy(u— ;) (u — o), (3.44)

holds for all w € ~; ; and any distinct i,j € {1,...,N}. Furthermore, there exists a
constant L., > 0 such that for any u,us € v; ;

[V2W (1) — /2W (ug)| < Ly |ur — us) (3.45)

5. (Growth behavior as one leaves the shortest paths ~; j.) For any distinct i, j € {1,..., N}
and any u € T, ; N (N;; \ (U; UU;)), the lower bound

(1 + Cyrdist®(u, v,5) )W (Piju) < W (u) (3.46)
holds, where Cs > 0 is a suitable large constant depending on 1y, Byr, L+, ¢, .

6. (Lower bound away from the paths ~; ;.) For any u € A\ (Uild; Ui N; 5)

max W) < —— (), (3.47)

veUicsVi,j Cint

where Cipe > 0 is a suitable large constant depending on N, 1y, By, ¢y, C,.
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3.6.2 Construction of the approximate phase indicator functions

In this subsection we provide an ansatz for the set of functions ¢; : AY~1 —[0,1], 1 <i < N,
in the case of a strongly coercive N-well potential on the simplex W : AM=1 — [0, c0). Recall
that the goal is to construct the 1); to satisfy condition (A4) (as introduced Section 3.2).

Since (¢1 0 U, ..., YN o u.) represents an approximation of the limit partition (x4, ..., X5 ) and
since by assumption we have disty (a;, ;) = 9,5, our ansatz for 1); on the edges v; ; is

wz(ua) =

{1 — distyy (v, uc) along ;. for j € {1,.... N} \ {i}, (3.48)

0 along v for 5,k e {1, . N}\ {i} : j <k.

In the following we extend this definition of the set of functions 1; on the domain AY=1. In
order to do this, we introduce three interpolation and/or cutoff functions.

Lemma 46 (Interpolation functions). Let By € (0
statements hold:

7%] and ry € (0, 5. The following

1. There exists a function X : [0, %] — [0, 1] of at least C" regularity satisfying the properties
M(B) =0 and 9\ = 0 for all 3 € [0, By], Mgrg—) = 1, and

max |9\ < AN —2). (3.49)
8|05 —2)

2. There exists a functionn : [0, 1] — [0, 1] of at least C" regularity satisfying the properties:
n(s) =1 fors € [0,ry], n(s) =0 fors € [1 —ry,1], n(s) + n(l —s) =1 for all
s €[0,1], and

max [, < 2. (3.50)

s€[0,1]

We omit the proof of the lemma, as it is straightforward. We finally proceed to the construction
of the functions v; from (A4) in the case of a strongly coercive N-well potential on the
simplex.

Construction 47. Let W : AN — [0,00) be a strongly coercive symmetric N-well
potential on the simplex in the sense of Definition 45. We define the associated set of
functions 1; : A — [0,1], 1 <i < N, as it follows. Fori € {1,..., N}, we construct 1; on
the edge between «; and o; (j € {1,..., N} \ {i}) by

Yi(u) =1 —distw (o, u) foru e ;. (3.51)
Let j € {1,..,N}\ {i}. Foranyu e T}, we set
Yr(u) :=0 forany ke {1,..,N}\ {i,7}.

Furthermore, we define v; and v; on 7;1 N (N;; UU;) as follows:

. lfueuiﬂﬁ, we set

i(w) = i(PLe% ) (3.52a)
Wy(u) = (1— (ﬁ;( w)))w; (Pl ) . (3.52b)
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= Ifue (Niy \Us) NT;, we set

Vi(u) = (| Piju — o i (P ) + U(\B,ju—&j\)wi(ﬂfﬁd’j@),
W (u) = (| Prju — aal Juy (P ) + (| Prju — o) (Pl ). (3.53a)

Finally, outside of the domain M := U; U; U U;.ji Nij UU; gkt j<i T5k 0N which we have
defined 1); so far, we define 1; as a suitable C'' extension:

= Ifu e AN\ M;, we define

Vi(ug) == VY™ (u) (3.54a)

where it . AN=Y — [0, 1] is a suitable C1! extension of v; : M; N AN"1 — [0, 1]
that almost preserves the Lipschitz constant of 1; : M; N AN~ — [0, 1].

3.6.3 Existence of a set of suitable approximate phase indicator
functions

Proof of Proposition 36. It directly follows from Construction 47 that the set of functions
;AN —[0,1], 1 <i < N, satisfy ¢, = 1 at a; and ¢;(u) < 1 for u # «.

We next show the validity of (A4) in a given set 7? which we further decompose into ¢; N 7;’
, (/\/;7]' \Z/[Z) N 77, and 7;1 \ (Z/[Z U./\/;’j).

Step 1: Proof of (A4) inU; NT}. Let u € U; N'T}. Recall 4y := 1 — SN 1. Due to
disty (a;, ;) = 1 and (3.51), it follows that v;( P/ mc“ u) =1 —;(P/ ”““ u). Thus, we have
() = MBS ) (PLE0). W also have (2522 wl(PMdZ ) = 2W(P["u). Using

o

(3.52), we can compute

Outhij(u) = (2 = A(B;(u))) QW(P”W )erad,i(u)

= A 0) s (P ey ).
(1) = M)V 2 (P )0
+ OB (0) s (P ey (),

where €,4q,i(u), €5 (u) are orthogonal vectors associated to the (/N — 1)-dimensional spherical
J

coordinates pointing in the direction of steepest ascent of |u — | respectively B;(u) i.e.,in
particular we have e,,4,(u) := #=24. For the sake of brevity, we omit the dependencies on

|u—ov; |

5;- (u) in the following. Then, it follows that
0utis ()P < (2= 0+ 10AP) 20 (P w),
Outbo(u)[? < (A2 + [9sA12) 20V (PL5" ),
Outeg () - Dutho(w)] < (M2 = 2) + 9A) 200 (P ™).
For 6 > 0 small enough, we have
2 2
Eﬁu@/)i,j(u)’ + (2 - 6) '%m@bo(u)‘ + 6 |0ty s (u) - Dutho(u)]
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<[5 02+ 10AP + G+ D3 (0 + 0:0P)

+ﬂ(M2—M+¢%Mﬂ]mvgﬁww

L= A+ SN+ 5 |0sA° + 05] 2W (P )
< (1 w(Bi(u)2W(P)
<2W(w),
where we used (3.49) and (3.43) together with the fact that ¢ can be chosen arbitrarly small

Step 2: Proof of (A4) inu € (Ni; \U;) N T;. Let u € (Ni; \U;) N T} First, note that
Yo =1—1; —1; =0o0n (N;; \U;)NT}. Using (3.53), we compute

Outi j(u)
= (| Pogte = ai)2/2W (P w)eraai () = (| Pagte — 1)2y/2W (P w)eraa (1)
+ 0un(| Py ju — l) [%(Pmd” ) — %(Pmd] )+z/Jl(Pde ) — wl(pmdl )] ,
where €44, (u) == =

= fiag and eraq;(u) == ‘Z ZJ Note that we have

. dist .
|Ef?d’zu_ai|§|.Pi?j —Oé'| 1S (U,%,J)

e St YV 3.55
2P ju— oyl (559
4 dist?(u, y; ;)
prodi,, _ pradi,, i, . 3.56
’ i U i,j | = 2’P”u OélHPiJu_ Oéj’ ( )

As a consequence, we obtain

max{wj( radz ) 77Z}]( rad] )7¢( radj ) 1/}1( radz )}
dist? (u Yij)
SV Eap el

Fiju— o]

where v, € %J maximum of 2V on the segment connecting F, ;
(3.50) and n(|P;

d, di
radiy to PrO%,. From

i,j
— o;]) + n(| P, ;u — a;|) = 1 it follows that
2 5 2
1 . 2
Lol < (1 dist?(u, ;) | 2W (w,). 3.57
‘2 ¢j(u)‘ = ( +4|Pi — oy [Pju — oy 1S (UV,J)> (vu) (3.57)
Using that 1—|P; ju—ay| = | P ju—a;| and |Piju — ;| 71 (1 — |Piju — aq]) ™t < vt (1 — 1) 7L,
one can obtain
5 2
1 dist? »
( + 4|Pi7jU—OéiHPZ‘7jU€—O[j| 15 (u’,y’j>)
<1+ C dist®(u, 7 ;)
for C} = 5 25 sin?(Br)

s T Terog)? since dist(u,7;,;) < rysin(fy). On the other hand, first by
adding a zero and using (3.45), then noting that |v,

— ] < \Pf?dlu — o] and using (3.56),
from (3.44) together with the fact that | P, ju

— ;| > % we can deduce

2W (v,) = 2W(Pyyu) | 1+ Y2V () - Y2V (Piy)
' h 2W (P, u)
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2
< 2W (P, ju) (1 + diStQ(Ua%,j))

2|P¢,ju — Oél'| QW(PZJU>

%tanzw;‘-(u))f
< AW (P yu) (14 Cy tan®(Bi(u))) |

< 2W(Pi u) (1 +

where Cy = \/— + tan? (BN) . Moreover, one can compute

(1 + Cy diStZ(U”}/i,j>) (1 + Cy taHQ(ﬁi'(U)))
Cy

<1+ C, dist*(u, v, ;
<1+ Cpds <u’77j)+7‘u00825

dist?(u, i ;) + C1Cq tan?(Byr) dist®(u, vi )
<1+ C/\/’ dist2(u, %,j)

5 0052 Bnr
from (3. 57) and the preceding three estimates that

+ C1Cytan?(By). Using our assumption (3.46), we can conclude

2
]%au%(u)\ < (14 Cwdist®(u, 7)) 20 (P )
< 2W(u) .

Step 3: Proof of (A4) inu € T} \ M;. Let u € T}/ \ M;. By (3.54) we have
Vig(ue) = U7 (w) — ™ (u),
oue) = 1= ™ (u) — U7 (u),

where i, ¢ € {i,j}, is a Cb! extension of 1, from M,NAN=1 to AN~1 that approximately
preserves the Lipschitz constant Liy., > 0. Thus, we have

10uthi j| < (14 6)(Linti + Lint;), and similarly 0,10 < (14 0)(Lint; + Lintj)

where § > 0 arbitrary small constant. It is not too difficult to derive an estimate on the
Lipschitz constants Lint; and Lin; in terms of maxyeu, . ,cnve 2W (w). To this aim, we
first estimate

|9i(uw)] < max \/2W (w)ry for u € v m NUp, and m # i,

wE’YL m
rad,i rad,m radyig, =~ T’ad,m
[$i(Pim ™ 0) = Ye(Pim " u)| < max \2W (w)| P w — P ul
(3.56) r ) .
< max /2W(w) sin®(By)  for u € Ny, and m # i.

WEYi,m 2(1 — Tu)

Using these estimates, the definitions (3.52)-(3.53), and the bounds (3.49) and (3.50), we
obtain

|0uti(u)| < max 2W(w) for u € U;,
|0ubi(u)| < (1 +4(N — 2)m> max /2W (w) for u € Up,,m # 1,

wevi,m
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5
1Outhi ()] < (1 + M sm2(5N)> max \J21V (w) for u € Ny, m #i.

Furthermore, we have |0,¢;(u)| = 0 in AN N (Upcnimtingi Tmn). Defining

M := max {1, 1+ 4(N —2)ry, 1+ Sin2(5/\/)} =14+4(N —2)ry,

_u
4(]_ - Tu)
this yields by (3.47) for u € M; N AN~!

wGUZ,7n:Z<7n Ve,m

for any u € AN~ N M;. In order to estimate the Lipschitz constant Li,; of Vil mnan-1,
one has to address the issue of nonconvexity of M. It is not too difficult to see (but rather
technical to prove) that for any pair of points u,v € M, there exists a connecting path 7 in
M, with len(7) < Cp|u—v|. This shows Ly ; < Ca(My. Having an upper bound for Ly, ;,
using the fact that our extension of 1, to AN~1\ M, approximately preserves the Lipschitz
constant, and choosing Ci,; > %C’/ZVIMQ in (3.47), we can compute for u € 7;’ \ M;

10,005 + (5 +0) [10utbo(w)]| + 610t 5(u) - Dutbo(w)
< (14 9)? (1+%+55) mq%XL? < 2W (u).

int,m

Here, we have used the fact that § > 0 can be chosen arbitrarily small. O

3.7 Additional length condition for the gradient flow
calibration

In this last section we justify the validity of the condition (3.4i) for the gradient flow calibration
constructed in [46] (cf. Definition 34). To this aim, first we show that (3.4i) holds on the
network of interfaces, then we motivate the extension of the property (3.4i) to R<.

The global gradient flow calibration for a network is obtained by gluing together suitable local
constructions at each topological feature, i.e., a two phase interface or a triple junction (for
more details see [46]). More precisely, a partition of unity is defined in order to localize around
each topological feature, and then the global vector fields are defined by gluing together locally
constructed vector fields. In the following, we denote by ffzj resp. ffj’“ the local construction
of the gradient flow calibration in a neighborhood of a single connected component of I;; resp.

of the triple junction 7; ;, (cf. [46, Sec. 5-6]).

As a starting point, we recall some useful properties of the gradient flow calibration. For any
distinct 7,7 € {1,..., N}, we have

I Iij L Iij 1 ¢1ij
§ijg =& =& =& =niy, &Y =387,

and &, = 5,1“ coincides with the null vector for any k& € {1,..., N} \ {4, j} on I; ; outside of a
neighborhood of the triple junctions where I; ; ends. Let 7; ;. be the triple junction where the
phases i, j and k meet, for mutually distinct 4, j, k € {1,..., N}. Then, at the triple junction
Tijk

=67 |al=2% & & =—% foranydistinct {,m € {i,j,k},
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and & = éfj’“ coincides with the null vector for any ¢ € {1,..., N} \ {1, J, k}.

Leti,7 € {1,..., N} such that i # j. If we restrict to the network of interfaces, the vector field
& j is nonzero only on each connected component of I, ;, I; j, I; forany k € {1,..., N}\{i,j}
and at the triple junctions where either the phase ¢ or j meets other phases. Using the properties
of the gradient flow calibration listed above, one can easily see that (3.4i) is satisfied at each
point belonging to a connected component of I; ;, I, or I;; and outside of a neighborhood
of the triple junctions where it ends, as well as at the triple junctions where either the phase i
or j meets other phases. As a consequence, in order to conclude about (3.4i) on the network
of interface, we only need to check its validity in a neighborhood of triple junctions where
either the phase i or j meets other phases. In particular, it suffices to consider a neighborhood
of 7 and a neighborhood of 7, s for some distinct k, k" € {1,..., N} \ {7, j}.

In a neighborhood of 7; ; x, one can write

’7; [i' 7;
&y =n&5" + (1 —=n)&Y, & =mn&"" along I,
1 i 7; i
Eig = NEL A+ (L= e, & =nel"™ + (1 — )™ along Iy,

where 7 : RY — [0, 1] is a cut-off fuction decreasing quadratically with the distance from
Tijx and vanishing outside of a neighborhood of 7; ;. Note that &, Tk — ffj’ along I; j in a
neighborhood of 7; ;. It follows that | ;]* =1 and & - & = 0 for ke{l,.. ,N}\{i,j}
(cf. [46, Sec. 7.2]), hence (3.4i) holds along I; ; in a neighborhood of 7; ;. As a next step,
we compute |&; ;|2 and [v/3&; ;- &|? for k € {1,..., N}\ {7, j}, and then show that (3. 4i) with
dcal = 0 holds along I; ;. in a neighborhood of 7, ;. Since §ZI’J’“ = 5{“ = %ff,f = 2§ Tidk and

I 1¢lp 16Tk : :
&t = =58 = —3& ) along ;) in a neighborhood of 7; ;«, then one can deduce

€04l7 = P1E] P + (1 — )2 13l P + m(1 — meli* - el
=0’ + (1 —n)?3+n1—n)3,
€& = —n(1 — )&l & + In(1 — el gl — 1 —p)elp?
=—in(l—n)— 11 -n)>

where we used ;" Tigw {fjk = 0 in a neighborhood of 7; ;; (for more details see [46, Sec. 7.2]).
As a consequence one can see that

€512+ 4VBE - &P < 1,

thus (3.4i) with dco = O is satisfied along [;  in a neighborhood of T; ; ;.

As a next step, we consider a neighborhood of 7; ;. x/, where we can write

/ . T. / ~ ; ’

ij = N8 g (1 —EE, Go=REM + (1 —0)Ek, & = TEL along Iy,
! T ! ! / I, ./

&g = e}’ G =06+ (1 - MER, & = REL + (1 — n)ER  along i,

where 7 : R? — [0, 1] denotes a cut-off fuction decreasing quadratically with the distance from
Tikx and vanishing outside of the neighborhood of Tix k. Moreover, we have SZIJ’“ = {Ii’“ =

7

Lehw = Lelw and ¢fv = —% = —1eli along Iy, as well as & = ey = Lelwy
and gl’“k’ = —%fé’j,?,' = 25,{”““' along I js. Proceeding as above (cf. [46, Sec. 7.2]), one

can compute |&;|? and |v/3&;; - &2 for k € {1,..., N} \ {4, 5}, and then show that (3.4i)
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holds along both I; i and I} 4 in a neighborhood of 7; ;. ir. In particular, observe that on the
network (3.4i) is satisfied with 0., = 0.

Finally, observe that the gradient flow calibration satisfies first order compatibility conditions at
any triple junction (cf. [46]). As a consequence, the property (3.4i) can be extended to R¢ up
to errors of second order in the distance with respect to the network. Hence, if one additionally
truncates the gradient flow calibration constructed in [46] by means of an additional cut-off
function decreasing quadratically with the distance from the network, then the condition (3.4i)
follows for an arbitrarily small d., > 0.
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CHAPTER

Weak-strong stability for planar
multiphase mean curvature flow beyond
a circular topology change

This chapter contains a preliminary version of the paper “Stability of planar multiphase mean
curvature flow beyond a circular topology change”[47], which is a work in progress together
with Julian Fischer, Sebastian Hensel and Maximilian Moser.

Abstract. The evolution of a network of interfaces by mean curvature flow features the
occurrence of topology changes and geometric singularities. As a consequence, classical
solution concepts for mean curvature flow are in general limited to a finite time horizon. At
the same time, the evolution beyond topology changes can be described only in the framework
of weak solution concepts (e.g., Brakke solutions), whose uniqueness may fail.

Following the relative energy approach a la Fischer-Hensel-Laux-Simon [46], we prove a a
weak-strong stability result beyond the singular time of a circular topology change: Any weak
(i.e., BV) solution of planar multiphase mean curvature flow starting sufficiently close to a
smooth, closed and simple curve evolving by mean curvature flow has to stay close to it for all
times. This implies a weak-strong uniqueness principle for BV solutions to planar multiphase
mean curvature flow beyond circular topology changes.

Previous weak-strong stability results of this form are limited to time horizons before the
first topology change of the strong solution [46]. The reason is that the time-dependent
constant in the associated relative energy inequality is non-integrable. We overcome this
issue by developing a weak-strong stability theory for circular topology change up to dynamic
space-time shift, which dynamically adapt the strong solution to the weak solution so that the
leading-order non-integrable contributions in the relative energy inequality are compensated.

4.1 Main result

Our main result on the weak-strong stability of BV solution to multiphase mean curvature
flow (MCF) reads as it follows.

Theorem 48 (Weak-strong stability up to shift for circular topology change). Let d = 2 and
P > 2. Consider a global-in-time BV solution x = (x1,...,Xxp) to multiphase MCF in the
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sense of Definition 49. Consider also a smoothly evolving two-phase strong solution to MCF
X = (X1,---,Xp = 1—Xy) with extinction time T.,; =: ir3 > 0. Fix a € (1, 5).

There exists Oasymp <o 3 such that if for all t € (0,T.,) the interior of the phase

{X1(-,t)=1} C R? is dasymp-close to a circle with radius r(t) := 1/2(T..—t) in the sense of
Definition 50, the evolution of X is unique and stable until the extinction time T,,; modulo
shift in the following sense:

There exists 0 < 1 as well as an error functional E|xo|x,] € [0,00) for the initial data of x
and x such that if

EXolXo] < dro, (4.1)
one may then choose

a time horizon t, > 0,
a path of translations = € W">((0,t,); R?), and
a strictly increasing time reparametrization T € W >((0,t,); (0, Tust))

with the properties (2(0),7(0)) = (0,0),

ty =sup{t: T(t) < Temt}, (4.2)
1 1 _
7||Z||L§°(O,tx) < *E[X0|Xo]a (4-3)
To To
1 . 1 _
T~ idlz00 < 1/~ Bl (44)
ext To

such that for a.e. t € (0,t,) it holds

7“T(zf)>°Y

BT < Bl (5 (4.5)

where Y*T (z,t) := x(x—2(t), T(t)), (z,t) € R*x[0,t,), denotes the shifted strong solution,
rr(t) :=r(T(t)) fort € [0,t,), and E[x|x*>T|(t) is an error functional satisfying
ElxIx*"](t) =0 <= x(t)=x""(-,t) a.e. in R*. (4.6)

In particular, the BV solution x goes extinct and the associated time horizon t, provides an
upper bound for the extinction time.

Definition 49 (BV solution to multiphase MCF). Let d =2 and P > 2. A measurable map
x=(x1,...,xp): R? x [0,00) — {0,1}"

(or the corresponding tuple of sets ;(t) :== {xi(t) = 1} fori =1,..., P) is called a global-in-
time BV solution to multiphase MCF with initial data xo = (x01,---,Xo0.r): R*— {0,1}F
if the following conditions are satisfied:

i) For any Tgy € (0,00), x is a BV solution to multiphase MCF on [0, Tgy) with initial
data xo in the sense of [46, Definition 13] (with trivial surface tension matrix o =

diag(1,...,1) € RP*P) such that
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i.a) (Partition with finite interface energy) For almost every T € [0,Tgy), x(T) is a
partition of R¢ with the interface energy

Bi= 3 (d\w +d|Vg| = IV (x+x)l) (4.7)
i,j=1,i#j J R
is finite and
P
esssup Ex(-,T)] = esssup > / 1dH! < oo, (4.8)
Tel0,Tav) T€[0,Tv) 4 j=1,ij J L; ;(T)

where I, ; = 0*Q; N 0*QY; for i # j is the interface between ; and €);.

i.b) (Evolution equation) For all i € {1,..., P}, there exist normal velocities V; €
LA(R?x [0, Tv), |Vx:| ® L) in the sense that each x; satisfies the evolution equation

/xx,T) . >das—/ Yosp(-,0) dz

/ / V(pd|VXZ|dt+/ / XiOrp d dt (4.9)
Rd R4
for almost every T' € [0,Tgy) and all ¢ € C

oo (R x [0, Tgy]). Moreover, the
(reflection) symmetry condition V; |§le =V; |§X1 shall hold H? '-almost everywhere
on the interfaces I; ; fori # j.

i.c) (BV formulation of mean curvature) The normal velocities satisfy the equation

Ty V
o / X’ Bdn4dt
3,j=1 z;é] I

J

Tsv )
— i / ( f ® |> VBdH dt (4.10)

i,j= 12#3 4

forall Be C®

cpt

(Rd [0, TB\/]; Rd)

i) For all [s,T] C [0,00), the energy dissipation inequality

e[ s et a < Bl
s i,j=1i#j

holds true, and the energy t — E[x(-,t)] := 31 ,_ . .; sH'(1;;(t)) is assumed to be
locally absolutely continuous. &

Definition 50 (Quantitative closeness to circle). Let A C R? be a bounded, open and simply
connected set with C* boundary 0.A. Fix two constants Jasymp € (0, %) and r > 0. We refer
to A as dasymp-Close to a circle with radius r if there exists an arc-length parametrization
v:[0,L) — R? of A such that Sr is a tubular neighborhood width of 0. A and

%LL — 27TT| < 5abymp7 (412)

sup ’%‘A(V(Q)) — (—e*mit)

0€lo,L)

< asymp» (4.13)
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1
sup r HaA(v(H)) — ‘ < Dasymps (4.14)
6€lo,L) r
sup 72|(V**" Hy4) (7(60) )| < Gasymp: (4.15)
0€[0,L)

where ng4 denotes the unit normal vector field along OA pointing inside A and Hyp4 =
— V"' . ny 4 is the associated scalar mean curvature of O.A. O

Remark 51. Consider a smoothly evolving two-phase solution to mean curvature flow x =
(X15---»Xp = 1=X;) with initial data X,, = x4, for some smooth, bounded, open and
simply connected initial set Ay C R?. By the Gage—Ham//ton Grayson theorem ([51],[55]),
the solution goes extinct at time T,,; = VOI(AO , and for any given Sasymp € (0,1), there
exists a time ty = to( Ao, dasymp) Such that for all t € [to, Teyt) it holds that the interior
of {X1(-,t) = 1} is dasymp-close to a circle with radius r(t) := /2(T.nt—t) in the sense of
Definition 50.

In particular, from some time onwards one is in the asymptotic regime close to the extinction
time for which the conclusions of Theorem 1 apply, at least if at time t, = to(Ag, Oasymp)
the assumption (4.1) on the smallness of the initial error is satisfied (i.e., with respect to
r(to)). Based on the weak-strong stability estimate prior to topology changes from [46], this
requirement can be translated into a condition at the initial timet = 0. there exists a constant
o = to(to, Ao) > 0 such that if Exo|X,] < ﬁ&"o then E[x|x](to) < dr(ty).

In summary, for general initial data Ay as considered here, one first has, thanks to the main
result of [46], at least stability in the sense of L E[x|X](t) < C(t)E[x|x](t) for timest € (0,to)
where C(t) ~ (2(T.i—t))"t = r(t)~2. Then, if E[xo|x,) < /71057“0 at time to, in addition
the decay estimate (4.5) from Theorem 1 holds true for all times in the asymptotic regime
(to, Text) - <>

Notation and some elementary differential geometry For the smoothly evolving Y,
we write nj(-,t) for the unit normal vector field of I(-,t) := d{x,(-,t)=1} pointing inside
{X1(-,t)=1}, and also define a tangent vector field through nz(-,t) = J73(-, t) with J € R**2
being counter-clockwise rotation by 90°, ¢t € (0,7)). Curvature is defined by Hj(-,t) :=
=V .y (- t) for t € (0, Toy). In particular, it holds

Vtannj = —H;13 @ 713, VtanTj = Hin; ® 773. (4.16)

Within the tubular neighborhood {z € R?: dist(z, I(t)) < r(t)/2}, the nearest-point pro-
jection onto O{x(-,t)=1} is denoted by P;(-,t), whereas we write sdist;(-,¢) for the signed
distance function, with orientation fixed through the requirement V sdist;(+,¢)|; = nz(-, 1),
t € (0, Tewt).

Given a map f: R* x [0, Tear) = R™ (or f: Usejo1un I(t)x{t} — R™), we will use the nota-
tion =7 to refer to the space-time shifted function R? x (0,¢,) 2 (z,t) — f(z—z(t),T(t)) €
R™ (or in the other case Ut6 (2 (t) I(T(t))x {t} S (x,t) = flx—=2(t),T(t)) € R™) for
any data t, € (0,00), z ( v) = R?and T: [0,t,) — [0,T¢st). The shifted geometry itself
will be abbreviated by I~ ( ) :=z(t) + I(T(t)), t € (0,t,), and analogously for an associated
arc-length parametrization (-, t) of I(-,t): 37 (-,t) := 2z(t) + (-, T(t)), t € (0,t,). Note
that

sdist?T(-, t) = sdistz=r (-, 1), (4.17)
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and thus as a direct consequence
02" (1) = noer (- ). (4.18)
Indeed, the former simply follows from

sdisty (-, ) = dist (-, R?\ {x, (-, t)=1}) — dist (-, {x, (-, t)=1}).

Furthermore, within the tubular neighborhood {x € R?: dist(z—=2(t), I(T(t))) < r(T(t))/2} =
{z € R2: dist(z, "7 (t)) < r(T(t))/2} it holds

PoT(t) = —2(t) + P (-, 1). (4.19)

Finally, for the sake of shortness, we will denote %f by f.

4.2 Overview of the strategy

For the rest of the paper, fix a global-in-time BV solution x = (x1,...,xp) to (planar)
multiphase MCF in the sense of Definition 49 as well as a smoothly evolving two-phase solution
to MCF X = (Xy,...,Xp = 1—X;) with extinction time T,,; =: 37 > 0. We also assume
that for all ¢ € (0,T..;) the interior of the phase {X,(-,t)=1} C R? is Jasymp-close to a circle
with radius 7(t) := {/2(T..t—t) in the sense of Definition 50. Consistent with the claim of
Theorem 1, we will choose a suitable value of the constant d,symp, in the course of the proof.

4.2.1 Heuristics: Leading-order behaviour near extinction time

The aim of this subsection is to compute the time evolution of our linearized error functional
in the simplified case of a centered self-similarly shrinking circle. As a result, our analysis
reveals the instability of our linearized error functional near the extinction time.

Consider a centered circle self-similarly shrinking by mean curvature flow: ¢ — 0B, =
im~y(t) C R?, where 3(t): [0,27r(t)) = OB, 0 — r(t)ei%, is an arc-length parametriza-
tion of B, ;. In particular, 7 = —1 in the interval (0, 17§ = Toy) for 1o :=7(0) > 0, i.e.,
T(t) = Q(Text — t)

Apart from the shrinking circle, let us consider a second solution to mean curvature flow,
for which we in addition assume that it can be written as a smooth graph over the self-
similarly shrinking circle. More precisely, there exists a smooth time-dependent height function
h(-,t): 0B, — R with |h(-,t)| < 7(t) and |A/(-,t)| < 1 such that this second solution is
represented as the image of the curve

(1) = (id + h(-, t)nas,, ) ©3(- ) on [0,27r(1)), (4.20)
where nyp_, denotes the inward-pointing unit normal along 0B, and by slight abuse of
notation 1/(+,t) := (7ap,,, - V**")h(:, 1) for the choice of tangent vector field 755, (7(9, t)) =

i 0 . . . . . .
ie'™® . As we will show later, our error functional in this perturbative setting corresponds to
leading order to

Eu(t) = /8 . ;hﬂ(é? 4 ;(h’)2(~,t) aH. (4.21)

147



4.

STABILITY OF MEAN CURVATURE FLOW BEYOND A CIRCULAR TOPOLOGY CHANGE

For the current purposes, we content ourselves with studying the stability of Ej,(¢) near the
extinction time.

To this end, we have to derive the PDE satisfied by the height function & (and its derivative).
Dropping from now on for ease of notation the time dependence of all involved quantities, we
first note that by definition in case of self-similarly shrinking circle

1
Oy = (DaB,, + /\TaBT) oy on [0,27r), (4.22)
r

where \ denotes the tangential velocity. Second, we may then, on one side, directly compute
based on the definition (4.20)

1 h
8{}/}1 = (( + 3th + Ah/>n63r> 9 ’3/ + <>\(1 - )TaBT> o ’3/ (423)
r r
On the other side, since -y, is assumed to evolve by mean curvature flow, it holds
H,, =0 -1, on]|0,27r), (4.24)

where the normal n,, and mean curvature H,, of the curve 7, are given by the elementary
formulas (with J denoting the counter-clockwise rotation by 90°)

Dy,

(1 — ?)naBT — h,TaBT
_ g 9m _ ( ) 07 (4.25)
| 0o \/(1 _ h)2 + ()2

o (1-2)(2+nr— k) 4202
— -1 — 0’7.
8 2 Th ( 3 >

| 97h| \/(1 _ %)2 + (h’)2

From (4.23)—(4.26), one may now deduce the non-linear PDE satisfied by the height function h.
However, because in what follows we are only interested in identifying the leading-order behavior,
we suppose from now on that the height function / instead satisfies the corresponding linearized
equation:

and

(4.26)

Th

h
8th = h,/ + - on 5’BT (427)
T
From this, using (0,h) = O,h' + T% we in particular deduce
h/
/ "

Indeed, this follows easily from (4.27) and exploiting the change of variables h(6) := h(re™)
as a useful computational device.

Recalling (4.21), we thus get from the transport theorem as well as (4.27)—(4.28)
d 1h 1 1h 1
—E), = ol == h’zdl—/ Hip | =— +=(W)?| dH*
B /BBT t<2r2+2( )) M= | Hin 5o+ dH

" /
— / h (Qh + h) dH + / X (h + Qh) dH' (4.29)
oB, TN TP T OBr re
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1 [(1h? 1
. Il e - h/ 2 d 1'
/(9&7“2(27’2—’_2( )> 7

Integrating by parts and collecting alike terms therefore yields

d 3h2  1(W)?
—F h"?d 1:/ 4= dH* . 4.30
dt "+/83T( ) dH aBT2r4+2 2 dn (4.30)

Fourier decomposing

~ , 1 > cos(k0) sin(k0)
2 0 — h(0) = h(re?) = ag— b 431
[O, 7T) 50— ( ) (7’6 ) ag \/%X[Ozﬂ +kz::1ak ﬁ + O ﬁ , ( 3 )
where we also recall the formulas for the associated Fourier coefficients
SR Qe m_  cos(k0) 7 sin(k0)
= ——h(60) db, = h(6 dg, b, = do,
AL e A
then rearranges (4.30) as
d L 4/ 2 2
= (4.32)

13, 1& (3 1 ,\/

Since k* — 3 — 1k?* > 0 for k > 2, we infer that only the modes (ag, a1, b1) are unstable
near the extinction time (in the sense that these are precisely those inducing the borderline

non-integrable singularity 7=2 in the Gronwall estimate of E},).

4.2.2 Heuristics: Decay estimate

Geometrically, the unstable modes correspond to time dilations and spatial translations. The
basic idea of the present work is to correct these by dynamically adapting the smoothly evolving
strong solution. In the simplified context of a self-similarly shrinking circle, this works as
follows.

Consider t;, > 0 (to be interpreted as an upper bound for the perturbed solution) as well as
a smooth path z: (0,¢,) — R? of translations together with a smooth time diffeomorphism
T: (0,tn) — (0,%r2), the latter to be thought of as a perturbation of the identity: T'(t) =:
t + %(t) for t € (0,t,). Based on this data, we then introduce the dynamically adapted
solution

F1(0,1) =70, T(t)) + z(t), 6 €0,2mrr(t)), t € (0,t4), (4.33)

where r7(t) := r(T(t)), and assume that the perturbed solution =, is given by

’7h<'7 t) = (ld + h(, t>nan-T(t)(Z(t))> o ’S/Z’T(-, t), te (0, th), (4.34)
where |h(-,t)] < rr(t) and |h/(-,t)| < 1. We are again interested in the stability properties of

BT (1) - / L2 Lo pant 1 e (0.4y) (4.35)
= a5 Y ‘7 ) yUh)- .
" OB, (1)(2(1)) 2 r2(t) 2
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In fact, we actually aim to identify ODEs for z and ¥ such that EZ’T satisfies a quantitative
decay estimate on (0, ¢,). One of course already expects the ODE for T to involve the mode
ag, whereas the ODE for z is expected to be encoded in terms of (a1, b;). From now on, we
again make use of the notational convention of suppressing the time dependence of all involved
quantities. To this end, it will be convenient to associate to any map f(-,t): 0B,y — R its
time-rescaled version fr(-,t): 0B, — R defined by fr(-,t) := f(-, T(t)).

We start by computing the normal speed of 0B,.,.(z). By definition (4.33),
07" = 07)r(1+ ) + 2. (4.36)

Hence, the normal speed of 95,,.(2) in the direction of ngp, (. is given by

1 . ‘
V(’)BTT(Z) = E(l + i) + N9B,,.(2) " % (437)

The tangential speed in the direction of 7yp, () is furthermore given by
ABBTT(Z) = )\T<1 + Q) + ToB.,.(2) ° z. (4_38)

In particular, we may now compute

Oy = ((VBBTT(z)‘i‘ath"i‘)\BBrT(z)h/> HaBrT(z)> oy*T

(4.39)
N —2,T
+ <</\837“T(z) — )\T(l 4+ ‘S) w)TaB"T(Z)> oy
Furthermore, the analogous versions of the formulas (4.25)—(4.26) hold true:
(1 — Th)HaBT =) — W7om, (2
n’Yh _ ( T T . T ) O’7Z7T (440)
Y =8)" +
and
(1—h><1+h”—%> NRpjusk

H,Yh _ ( T T T T ) O’S/Z’T- (441)

(R

Combining the information provided by (4.37)—(4.40), we deduce

h
OVh * Dy, = <1 - w) <VaBrT(z)+3th+/\aBrT(z)h')

— h,<<1 - :;)AT(l + T) + TOB,p (2) ° Z>

h 1 : h
rr

rT rT

Turning as above to the linearized PDE satisfied by the height function, we therefore obtain

ho %
8th = h” + 7"72 — E — IlaBrT(Z) . Z (442)
T
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as well as

. R '
(Op) =h" 4+ (2 + E)% + OB () 3. (4.43)

We may now finally compute based on the transport theorem, the definition (4.35), and the
formulas (4.37) as well as (4.42)—(4.43)

d .7 1h? 1
—E" = dH?
dt h /83rT(Z) at<2 TT 2< ) ) H

1h? 1 N9 1
_ HaBrT(z)VaBrT(z) 372 + i(h ) dH
aBTT(z) T

h (145 1 h o 9
/ ( t’a‘zh“L(h" AP S >> o
9By (2) rT rr rT T T
/ " e h, 1 1
+ h <h + 2+ %) 5+ —ToB.,(») > dH
8B (2) rr T

1(1h* 1
- (=2 + (h')2> dH!
/aBTT(Z) 7"% (2 T% 2

L X
~ |, HBBTT(Z)(VSBTT() HBBTT(Z)> — (h) dH".

2r
Hence, integrating by parts and collecting again alike terms yields

T
2
d — BT = / §h— dH' — / ﬁzdﬂl (4.44)
dt 0By () 27T 0By () TF

1(h)? h
+/ ( 2) dHl / 27naBrT(2) . Zd%l
0By () 2 TH OBy (z) T

_/ (h//)2 dHl
BBTT(z)

r(2)

+Rh.o.t.7
where
1 /% 1h?2 1
Ry op = == . — (W2 | dH*. 4.45
o= [ o2 (5500 o wan

Based on the Fourier decomposition (4.31), the identity (4.44) now motivates to define

27

2
T=TL hao, z=2f h(—e?)do, (4.46)
rTJo rrJo

where the constants (c7, ¢,) are yet to be chosen. Indeed, with these choices we get

d A per | (cr—3/2) ag N (c;—1)a? + b3
dt ra 2

r T T
Tl © 3 1R (4.47)
b > (M-SR ) R Ry
T k=2 T
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where, due to [%| < CT%HhHLm(aBrT(Z)) and |Z] < cZ%HhHLm(aBrT(z)), one has an estimate
for the remainder term in the form of

Rl oo
< (cT+cz)” iy ) 3 ( O+Z (1+k%)(a +b2)>. (4.48)
T

rr

‘ Rh.o.t.

Hence, for given § € (0,1), if || <5cpc. 77, One gets an upgrade of (4.44) in the form of

d d e cr—=3/2(1+9) af N c,—1(1+6) a? + b3
dt " 3 ro r ro
+ = <k4 (1+5)( += k2)> k<.
T 2 2 rr
Because of
lal X1 ar + by,
Ef =22 ~ (14K A 4.50
V= gy T IR (4.50)
we deduce that for any constant a > 1 satisfying
a < min{2cr — 3(1+4), ¢, — 1(1+9)}, (4.51)
1
a5 (1+K?) < K- (1+5)< o k2> k>2,  (4.52)
it holds
4 g T4 E T (4.53)
dt - '

Choosing ¢y := 4 and ¢, := 6, optimizing shows that for any desired exponent a € (1,5)
there exists a choice of the constant § such that (4.53) holds true (in the perturbative
regime |h| <, .5 1 with linearized evolution law (4.42)). Indeed, the function f: [2,00) —
0, 00), x (1(1+x )\) (m4 (3+32?)) is monotonically increasing and satisfies f(2) = 5.

Since 4rg = —ar§” lr (1—|—T) e and %] < cT—||h||Loo 9B, (=), one may choose for

any a € (1,5) the constant § such thTat

t o

B (1) < EZ’T(O)(T( )> L te (0.t). (4.54)
To

This is precisely the type of decay estimate (or, weak-strong stability estimate up to shift)

claimed in our main result, Theorem 1.

Before we turn in the upcoming subsections to a description of the key ingredients and steps
for our proof of Theorem 48 (with the above considerations, of course, being their main
motivation), let us provide some final remarks on the main assumptions behind the derivation
of the decay estimate (4.54).

First, one may derive a version of (4.44) also in the case where the time-evolving curve 7 is
not parametrizing a perfect circle. The main difference in this case is that the coefficients
are not anymore simply constant along ~ (i.e., not proportional to inverse powers of rT). It
is precisely at this stage where we exploit our notion of quantitative closeness of the strong
solution to a circular solution, cf. Definition 50, allowing us to effectively reduce the situation
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to the constant-coefficient computation (4.44) (i.e., in PDE jargon, we perform nothing else
than a global freezing of coefficients).

A second simplifying assumption was the usage of the linearized evolution law (4.42) for
the height function h as well as that we only considered the stability of the leading order
contribution E}, to our actual error functional. It will turn out that these linearization errors
are harmless and only impact the final stability estimate qualitatively in the same manner as
the term Rj ;. from (4.44).

Needless to say, in the general setting of Theorem 48 where we aim for quantitative stability
beyond circular topology change even for the broader class of weak (i.e., here BV) solutions, we
can not rely on the above considerations (e.g., transport theorem, derivation of the (linearized)
evolution law (4.42)) in order to rigorously derive the evolution of the error functional. In
order to still unravel the structure of the right hand side of (4.44), we instead make use of the
recently introduced notions of gradient flow calibrations and relative entropies for multiphase
mean curvature flow from [46], serving as a robust replacement of the above considerations to
the weak setting.

Last but not least, one of course also needs an independent argument ensuring that one can
reduce the whole estimation strategy to a perturbative graph setting as above. This, however,
is precisely one of the key points of the upcoming subsections.

4.2.3 A general stability estimate for multiphase MCF

Starting point of our strategy is a stability estimate which one may essentially directly infer
from the combination of [46, Proposition 17] and [46, Lemma 20] (or more precisely, their
proofs).

Lemma 52 (Preliminary stability estimate). Let ((&;)i=1,...p, (¥i)iz1,...p—1, B)—to be thought
of as being constructed from x—such that

& € Wi (10, Tewr); W (R R?)) 1 L35 ([0, Toe); W (R% R?)),

9; € Wiga (10, Tean); L'(R)) N Ling ([0, Tear); (WH W) (R?)),
B € Ly, ([0, Tear); W™ (R% R?)),

where (0;);=1... p—1 is supposed to satisfy, for all t € (0,T,.),

Yi(-,t) <0 in the interior of {x,(-,t) = 1},
Yi(-,t) >0 in the exterior of {x,(-,t) = 1},
9i(-,t) =1 throughout R* for i # 1.

Consider in addition data (t,z,T) such that t, € (0,00), z € Wu°((0,t,); R?) and
T € Wi°((0,ty); (0, Turr)), and define for all t € (0,t,)

_ G| .
Buld 070 = Y 5[ demgta-gleoat. (as)
4,j=1,i#] 1i,5(t)
pP-1 T T
Burbd N0 = X [ Dt =% (O 0)] (450
i=1 JR?
BRI 1= Bus W70 + Bl 100 (457
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where we also defined &, j := & — &; for all distinct 1,5 € {1,..., P}.
Then, for all [s, 7] C [0,t,), it holds

T P
. 1 .
Eine[X|X*T](7) + > 5DulxIx T(t) dt

S (4.58)

T

P
— 1 in —Z
Eint[X‘X ’T](S) + Z iRHSz,jt[X‘X ’T](t) dta
s ij=LiAj

as well as
T P—-1

Epu[XIX*"1(7) = Epunc[XIX*"](s) + / > RHSM™<[xIx*"](t) dt, (4.59)

i=1

where the individual terms are given by

. 1
Dubdv I = [
Lij()

+ / L
Li (1) 2

VitV [t an!

‘/i,jnid_(Bz’T ’ 5"27?—’)52] ‘ ( ) dr)L[l

and
RH S (|57t
== | (& (BT T HIBTED) (1) - (ny =€) (1) dH!

1,) 2y}

t)
(B&e +(B=T - WIET) (1) - &5 (1) dH!
i\ t)

2, T ¢2,T
*‘B &

I 5(
.
" / Vgl B T T an!
;) 2
-/ (1= €71) 1) !

1,7

_ / (1= &N OV €T ()BT - €27 (-, 1) dH!

n / (=€ @ & VB ) () - (Vg - € nay ) (1) dH!

ZJ

+/ —n; - &)LV - BT ( 1) dH!
I;

J

n’Lj ,t) ® (ni,j gzng)( ) ) : VBZ7T('7t) dHla

I; 4(t

as well as

RHSP™ [x|x*"](t)

P
== 3 [ T B g V)
j=Lg#i ) L ()
P
S [ BT (€)1 AR

j=Lg#i 1 (8)
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+/ =X G097 (L OV - BT (-, t) do
RQ

[ 60 (00T H BT )05 (1) do
RQ

The next two steps of our strategy are concerned with the construction of the input data for
Lemma 52: first (¢,, 2, T") and second ((&;)i=1,..p, (¥;)i=1,..p—1, B).

4.2.4 Construction of dynamic shifts

In case of a single closed curve, a characteristic length scale associated with the evolution
of x is given by r(t) := M t €[0,T..). Since

(Zvol({;’g(~,t):1}) = —2r

we infer that

T(t) — —%’ t E (0, Tewt>7 (4 60)
r(0) = 1o = /SAECD=TD '

Hence, 7(t) = /2(Tour — t) and Top = Lr2.

In Subsection 4.2.2, we already derived the defining ODEs for (z,7 = id+%), at least in a
regime where the weak solution is represented as a sufficiently regular graph over the smooth
solution, cf. (4.46). Of course, there is no guarantee to be in that regime for all times, so
that the general construction needs a robust version of (4.46). To this end, it is convenient to
work with the notion of interface error heights.

Construction 53 (Interface error heights). Let (t,,z,T) be as in Lemma 52. Let (: R — [0, 1]
be a smooth cutoff function such that ((s) = 1 for |s| < 1/(16C;) and ((s) = 0 for
|s| > 1/(8C¢), where C¢ € [1,00) is a given constant. We then define interface error heights

p(ri2 ) pe(iT): | I ()x{t} = R

te[0,ty)
through a slicing construction:
tro(t) T /¢
p.,.(.%',t;Z,T) = / (5(? - Xl)(m+€n[Z'T('ut)7t)<< ) dgu (461)
0 rr(t)
0 T ¢/
p_(z,t;2,T) := / (x1 — X7’ )(:B+€njz,T(-7t),t)C( > e, (4.62)
—3r7(t) TT(t)
p(l‘7tazaT) = p+(x,t,z,T)—p_(x,t,z,T) (463)

We have everything in place to construct (t,, z, 7).

Lemma 54 (Existence of space-time shifts). There exists a unique choice of

= a time horizon t, > 0,

= a path of translations z € W,.>°((0,t,); R?), and
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= amap T € WH>((0,t,);(0,T.s)), T :=id + ¥ strictly increasing,

which in addition satisfy (z(0),%(0)) = (0,0),
ty :=sup{t: T(t) < +rg}, (4.64)

as well as

: 2 POt 2, Tnger (1) dH!
[»_Z(t)]:[w)ff o P62 Thnger (1) te(0,t,). (4.65)

4 sz,T(t) p( t;2,T) dH? ’

rr(t)

In particular, for given e, € (0, %) one may choose the constant C; >5.. 1 from Construc-
tion 53 such that

.
T’T(t) ’

12(6)] < Ger 1T()| < berr, € (0,1y). (4.66)

The proof of Lemma 54 is given in Section 4.5.1.

4.2.5 Construction of gradient flow calibrations

In contrast to [46], in the present work the smoothly evolving solution Y stems from a simple two-
phase geometry instead of a more complicated multiphase geometry with branching interfaces.
As a consequence, the construction of a gradient flow calibration (cf. [46, Definition 2 and
Definition 4]) is particularly simple and can be given directly as follows.

Construction 55 (Gradient flow calibration up to extinction time). Consider a smooth cutoff
function n: R — [0,1] such that n(s) = 1 for |s| < 1/8, n(s) = 0 for |s| > 1/4 and
17| Loomy < 16. We then define an extension &: R*x [0, T,,;) — R? of the unit vector field n
by means of

£(x,1) = U(W)nl (Pra,t). 1), (28) € R2X[0, Tuue). (4.67)

77777

.....

s =6 =& foranyi,je{l,.., P}, i#j.

» & =0 foralli ¢ {1, P}.

&= —3& and Ep = L€
Furthermore, we define an extension B: R*x[0,T,,;) — R? of the normal velocity field Hin;
of x through

sdisty(z, t)

B(z,t) :zn( @)

)(Hlnl)(PI(x,t),t), (2,1) € R2x[0, Toay). (4.68)
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-----

R*x[0,T.qt) — [—1,1]), we proceed as follows. Let ¥: R — [—1,1] be a smooth func-
tion such that ¥(s) = —s for |s| < 1/4, 9(s) = —1 for s > 1/2, 9(s) =1 for s < —1/2, and
H{?l”LOO(R) < 4. We then define

1 1—9<sdistj(x,t)
r(t) r(t)

Iz, t) = ) (2,1) € R2X[0, Tous), (4.69)

and, at last,

L 191 = 79,
= ;=1 foralli ¢ {1, P}.

Note that the gradient flow calibration ((&;)i=1.. p, (9;)i=1... p—1, B) from Construction 55
is an admissible input for Lemma 52. From now on, whenever we refer to an admissible
element from either (¢, z,T) or ((&)i=1....p, (¥:)i=1,..p—1, B), we always mean their specific
realizations provided by Lemma 54 or Construction 55, respectively.

4.2.6 Time splitting: Regular vs. non-regular times

With the input for Lemma 52 being constructed, the main remaining major task is to upgrade
the preliminary stability estimates (4.58) and (4.59) to the decay estimate (4.5) for the overall
error. The main idea here is to reduce the whole estimation strategy to a regime where
the weak solution y is only a small perturbation of Y, for which we in turn already formally
identified the leading-order contributions to the stability estimates in Subsections 4.2.1-4.2.2.

Definition 56 (Regular and non-regular times). Fix A > 0. We then define a disjoint
decomposition
(0,£x) = Thonereg (A) U Treg(A)

such that

i,j=1,i#j J Li 5(t) rr(t)

P 1 2
Tronses(A) 1= {te(O,w: > SV G OP it = A } (4.70)

The motivation behind the previous definition is as follows. On one side, for non-regular times,
the right hand sides of the preliminary stability estimates (4.58) and (4.59) turn out to be
easily estimated thanks to the defining condition of disproportionally large dissipation of the
weak solution, cf. (4.70). On the other side, the opposite of (4.70) together with a smallness
assumption on the overall error (consistent with the decay (4.5)) imply for regular times the
desired perturbative setting. The latter is formalized in the following result.

Proposition 57 (Perturbative regime at regular times). Fix A > 0 and let t € Trez(A), i.e.,
t € (0,t,) such that

P 2T
i,j=1,i#j rr(t)

Given C; > 1 from Construction 53 and given any C,C" > 1, there exists a constant
) <<A,C,C’,C< % such that

1
/ Lvenpant <A (4.71)
L(t) 2

EXIx*"](t) < ore(t) (4.72)

implies:
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= xi(-,t) =0 foralli ¢ {1, P}.
= There exists a height function
h(-t) € HA(T"" (1)) (4.73)

such that the only remaining interface is given by

Lp(t) = {z eI (t): 2+ h(z, g (2,1)}. (4.74)
= Finally, it holds
rr(t)
* 72 < 4
||h( 7t)||Loo([ ,T(t)) >~ 16maX{C, C{}’ ( 75)
1
Hh,('at)HLoo(jz’T(t)) < a (476)

In particular, the height function h(-,t) coincides with the interface error height p(-,t;z,T)
from Construction 53 and (4.65) simply reads

F(t)] e hC g () dH!
0] g ffz’T(t)h(‘at)d}ll '

rr(t)

(4.77)

In the perturbative regime of Proposition 57, our error functionals take the following form.
Lemma 58 (Error functionals in perturbative regime). Fixt € (0,t,) and assume that the

conclusions of Proposition 57 hold true. Given e, € (0,1), one may select C,C" > . 1
from (4.75)—(4.76) such that

(1—burr) /1 . ;(TT(;)Y !

< Bt WXTN0) < (146un) /

(4.78)

T

as well as

1

(1=0) [, SIHCOP !
7T () 2

(4.79)

— s 1 /
< Bl N0 < () [ GG P AN

T

The proofs of Proposition 57 and of Lemma 58 are given in Section 4.6.1 and in Section 4.6.2,
respectively.

4.2.7 Stability estimates at non-regular times

In a next step, we take care of the estimation of the right hand sides of (4.58) and (4.59) in
the case of disproportionally large dissipation.
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Lemma 59. There exist A >55,.. 1 as well as 0, dasymp < % such that for every t €
Tnonreg(\\) satisfying (4.12) and E[x|x**](t) < drr(t) it holds

P 1 - ) - P-1 -
3 2< — Dy [x|IX*"(t) + RHS [x|x*] (ﬂ) + > RHSP™[x|X*"](t)  (4.80)
i,j=1,i#j i=1
1 & 1 5 1
< —5 > §|Vi,j(~,t)| dH".
i,j=1,i#j J Li (t)

We may easily post-process the estimate (4.80) to an estimate in terms of our error functional
consistent with the final decay estimate (4.5).

1 such that for every

Corollary 60. There exist A >s5,. . 1 as well as 0, 0asymp < 3

t € Tronreg(A\) satisfying (4.12) and E[x|x*"](t) < drr(t) it holds

P ) . . P—1 : .
> 5[ = PuldeTI® + RESENCTI®) + X RESM N0 (481
1,5=1,i#j i=1
5 2T
< — =T1(¢).
< T%(t)E[xlx J(t)

The proofs of Lemma 59 and of Corollary 60 can be found in Section 4.4.2.

4.2.8 Stability estimates for perturbative regime

We proceed with the estimation of the right hand sides of (4.58) and (4.59) in the perturbative
regime described by Proposition 57. We first derive the version of the stability estimate (4.44)
without making use of the assumption on Y being quantitatively close to a shrinking circle.
The derivation of these estimates, namely the proofs of the following lemmas, are contained
in Sections 4.4.3-4.4.4-445 .

Lemma 61 (Stability estimate in perturbative setting: variable coefficients). Fixt € (0,t,)
and assume that the conclusions of Proposition 57 hold true. Given 0o, € (0,1), one may
choose the constants C,C" > 1 from (4.75)—(4.76) such that

3 ;( — Dy IvT)() + ;RH St IxIx*] (t))

i, j=1,i#]
P—1

+ > RHSP"™[X[X*T](t) < Rios. + Riou,

i=1

(4.82)

where the leading order terms are given by

Rige = — / (W2(-, 1) dH!
jz,T(t)
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1 .
— ———Hox (-, (-, )T (t) dH*
Ja 2 e OB D)
- / H}z,T(‘,t) (sz,T(',t) . Z(t))h(',t) dH?!
7t
—/ H}z,T(-,t)T(t)h’(-,t) dH*
@)
+/ 2HTZT(7t>H§ZT(at)h(vt)h,(,t) dHl
Tt

and the higher order terms are given by

Ryop. = 5err ~ (h”)z(', t) d?‘[l

(1)) (W) (- 1) R

! +(H12,T)2(-,t)>h2(-,t)d?—[l

B (- )T z‘—i— \h nper - 2| di

+5m/T ! \h(-,t)i\+\H;,T(-,t)h’(-,t)i]d’ﬂl.
7 (1)

In a second step, we post-process the previous estimate (4.82) to the constant-coefficient
estimate (4.44). In PDE jargon, this amounts to nothing else than a freezing of coefficients,
only exploiting the estimates from Definition 50.

Lemma 62 (Stability estimate in perturbative setting: frozen coefficients). Fixt € (0,%),
assume that the conclusions of Proposition 57 hold true, and define h(-,t): [0,27) — R,
0 — h("yz’T(L;;’TH,t),t). Given ¢ € (0,1), one may choose the constants C,C" >;_. 1
from (4.75)—(4.76) as well as the constant §asymp <5

L from Definition 50 such that

err 2

z 1 2 1 in —z
3 5( - DuldeTI0) + SRESE 0
1,j=L1,i#] . (4.83)
£ RESPMXIR)(6) < Roor, + Rior,
=1

where the leading order terms are given by

Ruoi == | T 2R 1) — §<aeﬁ>2<-,t> TR

r(t)

—4%(\/12_”/0%71(.,75)61) — T% ’\/_/ Zﬂde

and the higher order term is simply given by

D 1 o 2712 339
Buos, = bon g / (Y1) + S (O0h) (1) + SF( 1) db.
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4.3. Proof of Theorem 48

Since we reduced matters to the constant coefficient case, we may now in a third step employ
Fourier methods to obtain in the perturbative regime a stability estimate consistent with the
decay estimate (4.5).

Lemma 63 (Final stability estimate in perturbative setting). Fix ¢t € (0,t,) and assume
that the conclusions of Proposition 57 hold true. Given o € (1,5), one may choose the
constants C, C' >, 1 from (4.75)-(4.76), the constant b,symp <o 3 from Definition 50, and
the constant C¢ >, 1 from Construction 53 such that

| ._Z.# | ;( — Dy XTI + ;RHs;j;t el (t)) + Z_j RHS™™[y[>T](t)  (4.84)
< — 3 DB

4.2.9 A priori stability estimate up to extinction time

The penultimate step of our strategy is simply a summary of our estimates from Subsec-
tions 4.2.6-4.2.8.

Theorem 64. Fix a decay exponent o € (1,5) and a time t, € (0,t,). One may choose the
constant C¢ >, 1 from Construction 53 as well as constants 0asymp <a % and ¢ <La,C; %
(all independent of t,) such that if for all t € (0,T,:) the interior of {X,(-,t)=1} C R? is
Jasymp-close to a circle with radius r(t) := 1/2(T..+—t) in the sense of Definition 50 and

E[x|x*")(t) < dry(t) for allt € [0, 1), (4.85)

then it holds for all [s,7] C [0,,)

ElIx>7)(r) + / T %(Hia))ﬂm&ﬂ (tdt < E[x*7)(s).  (4.86)

The unconditional decay estimate (4.5) from Theorem 48 now follows by means of a simple
ODE argument (cf. Section 4.3). The asserted estimates (4.3)—(4.4) on the space-time shifts
are in turn the content of the following result.

Lemma 65. In the setting of Theorem 64, one may choose the constants such that assump-
tion (4.85) implies

1 1 N
—2llze 0.0 < 1/ —ExolXol; (4.87)
To To

1 . 1 _
T 1T —id|| £se(0,6) < \/ — E[xo0|Xo)- (4.88)
ext To

4.3 Proof of Theorem 48

We proceed in two steps. For the whole proof, fix a € (1,5), and choose C; >, 1,
dasymp Ko % and 0 Lo, % such that Theorem 64 applies. We then also fix an auxiliary

constant x € (0, drg).
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Step 1: Post-processed a priori stability estimate. As the conclusion of Theorem 64 holds true,
we may deduce that

Elx|x*T](t) < (E[Xob_(o]-i-/@) <T1;Et)>a =:e(t) forany k >0, forall t € (0,t,). (4.89)

Indeed, it is not hard to show that (0,¢,) > ¢ — E[x|Y*?](t) € [0, 00) is absolutely continuous
due to the conditions satisfied by y being a BV solution for multiphase mean curvature flow
in the sense of Definition 49, and the identity

Ex[x*T)(t) = Elx(-,1)] - X [ a0 &) (-, t) do
+ Zl RQ(Xi—Xf’T)(thf’T(-,t) dz.

As a consequence, we infer from (4.86) that 4 E[x|y*"] < —%(1+‘3)E[X])_(27T] a.e.in (0,1,).
T

%M < 0 a.e. in (0,t,). Hence, by absolute

continuity of the ratio E[x|x*”]/e, the claim (4.89) holds true.

Since also 4e = —%(1#'2)6, we obtain

Step 2: Proof of (4.5) under assumption (4.1). Define
T = {’f € (0,ty): ElxIx*"(t) > e(t)}, (4.90)

and we argue in favor of (4.5) by contradiction. Hence, we assume 7 # () and define
t, = inf 7 € [0,t,). Since E[xo|X5"] < e(0), it is not hard to show that £, # 0. Then,
by construction and hypothesis (4.1), we observe that assumption (4.85) is in place for all
t € [0,%,). In other words, the estimate (4.89) applies on (0,t,) so that continuity of the
ratio E[x|x*"]/e contradicts our assumption 7 # (). Hence, T = () and taking the limit
k | 0 implies the decay estimate (4.5). Finally, the bounds (4.3) and (4.4) follow from
Lemma 65. [

4.4 \Weak-strong stability estimates

4.4.1 Proof of Lemma 52: Preliminary stability estimate

For a proof of (4.58) and (4.59), we refer the interested reader to the proofs of [46, Proposi-
tion 17] and [46, Lemma 20]. O

4.4.2 Proof of Lemma 59 and Corollary 60: Stability at non-regular
times

Before we turn to the proofs of Lemma 59 and Corollary 60, respectively, we start with a
useful auxiliary result.

Lemma 66. Consider gradient flow calibration ((&;)i=1...p, (¥i)i=1,. p-1, B) from Construc-
tion 55 and recall that &; ; := & — &; for all distinct i, j € {1,..., P}. There exists a universal
constant C' € [1,00) such that for all t € [0,t,) and all i,j € {1,..., P} with i # j, it holds

|G e < 7 (4.91)
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H (V ' {’ff)(-, t)HL‘X’(RQ) = rT(/Et)’ (4.92)
[0 < 45

Proof of Lemma 66. Fix t € [0,t,) and ¢,j € {1,..., P} with ¢ # j. Recalling Construc-
tion 55, we observe that ; ; € {£¢, :I:%ﬁ, 0}, so that it suffices to estimate in terms of the
vector field €. Recalling its definition (4.67) in the form of

527T<.7 t) = n(:m(;)(,t))n[zj <sz,T(', t), t)
sdist=r (-, 1) (4.94)
(2t

i > (V sdist;=r )(, t),

we directly compute
]. Sdist*z,T(‘ t)
ez TN — / T )
(Ve = ()
) (sdistjz,T(-, t)> Hpeo (Pper (1), 1)
1— H;

rr(t) cr (P (1), 1) sdistyer (-, )

Y

so that (4.92) follows from |1/| < 16, |H;(-,t)] < 2/r(t) and |sdist;(-,t)] < r(t)/4 on
Suppg('at)v te [OaText)-

Furthermore, since

Opsyer (- t) = —Hpoir (Pper (,4),8) (14F) = nper (Pper (8), 1) - 2, (4.95)

which itself one may either directly read off from the obvious generalization of (4.37) or
alternatively from (4.17), we also get

(0:67) (1) = ”<W> (VO sdistyer ) (-, )

1 Sdistjz,T<'7 t) .

TT(t)U ( TT(t) ) (at Sdlstjz,T )("t)njz,T (sz,T(',t),t)

, (sdistjz,T (-, t)) Sdist?z,T (-, )
w) r%(t)

(SdlSt 7 o (

+1

(14+E)mger (P (-, 1), )
> P (- 1),t) (145)
ZT( t),t) sdist;-r(-, 1)
(SdlSt 77 ( ) 7 ),t)TTz,T (sz,:r(-,t),t> -
Pper(-,t), t) sdist-r (-, 1)
1, SdlStjz,T< ,t) .
+ rT(t)n ( (D) ) (at sdisty=r >(, t)ng=r (PTZ,T(-, t), t)

sdistzzr (-, )\ sdistz=,7 (-, t) :
! I ! L 1 3z, T P*ZT . .
= (S E ) 0 (P01

(4.96)
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Hence, (4.91) follows from (4.96), (4.95), (4.15), (4.66), and the estimates used for the
derivation of (4.92).

Recalling Construction 55, we observe that 9J; € {¢, 1}, so that it suffices to estimate in terms
of the function 9. Recalling its definition (4.67) in the form of

1 - /sdistzr (-, 1)
3T ( ) = 19( 2 > 4.97
we obtain ( ) 1 (1)
1+%F) - /sdistzzr (-, ¢
00 ) (1) =~ 50 =)
(07) ri(t) rr(t)
n 1 19 (SdISt zT( ,t)) (& SdlSth,T )(’t) (498)
rr(t) (1) rr(t)
1 sdist;=r (-, ) sdist=7 (-, ) :
+— )= 145),
n@ T ) aw
so that, based on the previous ingredients, we have |1_9/| < 2 and |sdist;(+,t)] < r(t)/4 on
supp @,(sdistj(~,t)/(r(t)/4)), t € [0,Tes), and we may deduce (4.93). O

Lemma 67. Fix t € (0,t,). For every dey € (0,1) there exist 8, Casymp <s... 5 Such
that (4.12)-(4.15) and the condition E|x|x>T](t) < drp(t) imply

P
3 L 1 dHY < (140e) Crrr(t), (4.99)

i,j=1,i#j 1i,5(t)

where C' € [0,00) is the constant from Lemma 66.

Proof. One can compute

P 1 B
3 / 1dH = Byle™” +Z Vgt da
1,

i,j=1,i#j i, (t)

P
<rp(t) + Y V- &7 da

=1 JRINsuppn
whence we can deduce (4.99) using (4.92) together with (4.14). O

Proof of Lemma 59. Fix t € Tyon-reg(\) for yet to be chosen A > 1. For notational simplicity,
let us in the sequel drop the dependence on ¢ of all quantities. Since the definition of the error
functionals is independent of the precise choice of the vector field B, we may interpret the
right hand sides of (4.58) and (4.59) with B = 0 and therefore obtain for all 4, j € {1,..., P}
with @ # 7:

= Dy [XIX*"] + RHS} [xIx*]

4.1
:_/ Vil d%l—/ Vi,V & ant - / n;; - 0,7 dH! (4.100)
Ii,j I,L] ]’L]
and for all € {1,..., P—1}
RHS™ [x|x*"]
P 4.101
= [o-xhant s S [ v a (101
R =1 i /i
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Before we start estimating the right hand sides of (4.100) and (4.101), we fix §, Gasymp < 1

such that the conclusion of Lemma 67 applies for the choice 0, = %

From Holder's inequality, (4.99) and (4.92), we then directly infer
1(/ |V~|2d7-l1>%
\/ﬁ "y 1,j .

1

~orp

/ ‘/Z]V é-ZTdHl
I

%)

Similarly, we may estimate due to (4.91)

/ n;; - &5 A S

I; ;

and, since |07 < 1/ry, also

1 2
< — Vi-2d7—[1> .
~ \/TT</I,-,-| il

%]

/ V97T di!

I; 4

Finally, the estimates (4.99), (4.12) and (4.93) together with the isoperimetric inequality imply

/(X _ZT)at'ngTd
R2

Plugging these estimates back into (4.100) and (4.101), we may infer the claim (4.80) from
employing the defining condition (4.70) of non-regular times for A > 1. O

<L

~Y

rT

Proof of Corollary 60. Denote by A and (5 5asymp) the constants from Lemma 59. The
choices A := max{A, 10} and (6, Sasymp) = (9, 5asymp) then imply the claim. Indeed, for
t € Tooneg (/) satisfying the assumption E[x|x*7](t) < dr7(t), it follows from the defining
condition (4.70)

IN

5 . 5 1 A 1 & 1
GRS TR = TET Il I OISR
I i (t

¥

so that the validity of (4.80) implies (4.81). O

4.4.3 Proof of Lemma 61: Stability estimate in perturbative
setting |

The asserted bound (4.82) follows directly from the estimates (4.126)—(4.139) established in
Section 4.7. n

4.4.4 Proof of Lemma 62: Stability estimate in perturbative
setting |l

For notational simplicity, we again neglect the dependence on t of all quantities. Our proof of
the estimate (4.83) proceeds in several steps.

Step 1: Leading order terms involving H}%T. We start by providing a preliminary estimate
for the last three right hand side terms of R;,; from Lemma 61. To this end, for each of

165



4.

STABILITY OF MEAN CURVATURE FLOW BEYOND A CIRCULAR TOPOLOGY CHANGE

the three terms we make use of Definition 50 in the form of [H’. »| < Sasymp/T7. Hence, by
Young's inequality and |Hz-r| < 2/rp

1 1
/fvz,T 2sz,TH%z,Th)h// d?‘[l S 5asymp/: 72<h/>2 _|_ 7h2 df]_[l (4102)

T T rp

Furthermore, by the defining ODE for the space-time shift in the form of (4.77), Jensen's
inequality and (4.12), we obtain

1
— | Hipr (sz,T -Iz)hd?—[l < 5asymp/ ) —h*dH! (4.103)
e =T T
as well as
: 1 1
_ / / 1 < SN2 T 2 1
/jz,T sz,T‘Zh/ dH" S dasymp /TZT r%<h) + r%h dH", (4.104)

where for the latter we also used Young's inequality.

Step 2: Freezing of coefficients in leading order quadratic terms. As a simple consequence
of (4.14), |H;=r| < 2/rp and a® — b* = (a — b)(a + b), it holds

3 1 1 /1 1
/ SHZLr — — [(W)PdH + / | s Hier + — | W dH
=T 21 rT T 21 rT (4 105)
< / li(h’)2 3 g 95, / i(h’)Z + LRz |
= Jipr 202 274, 2 YR i 2 ra '

Step 3: Freezing of coefficients in leading order correction terms. By the arguments from the
previous two steps, we may estimate

1 1 '
— ﬁ . <T2 + HIQZ,T) hnjz,T . ,é d%l - / - ﬁHjZ,Thg dHl
T \TT -

T

2 1.
< _/1 thjz,T-zdﬁl—/l —hT dH' (4.106)

z,T TT z, T 7"T

_ 1
+ Cdasymp /IZ’T 7h2 dH?,

rr
where C' > 0 is some universal constant.
Step 4: Change of variables in quadratic terms. Recalling the definition [0,27) > 0 —

h(’_yZ’T(L;—;’TG)) a simple change of variables together with condition (4.12) trivially entails

1 1 2T N
(1+5)3T%/o (95h)* db < /EZT(h”)Qd’Hl, (4.107)
asymp )
1 1 2
(WA < —————— [ (03h)*db, (4.108)
=t (1—0asymp)® 77 Jo
=7 T% - (1_5asymp) T% 0 b ’ '
1 9 1 1 21 —y
g S (1+5asymp)§ | R, (4.110)
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Step 5: Change of variables in correction terms. We claim that

— hnzT FdH! — ( / i
' /IZTTT T% \/—

1 2r 2
| S H.hEa - -4 / Bt d9>
Jos ( salys ) e )

- 1 [27 .
< (Jéz,lsympr%/0 h%df,

+

where C' > 0 is some universal constant. Indeed, this follows similarly to the previous steps,
exploiting in the process the two conditions (4.12) and (4.13) as well as the defining ODE of
the space-time shift in the form of (4.77).

Step 6: Conclusion. Based on the previous steps, we infer that, for given d.,, € (0,1), one
may choose dasymp <s.,, 1 such that the leading order contribution R;,; from Lemma 61 is
estimated by R, + %éh,o,t,. Since the higher order contribution Ry ,; from Lemma 61 can
be easily estimated in terms of %Rh.o.t. for a suitable choice of Jugymp <s,.. 1 by means of the
previous arguments, this concludes the proof of (4.83). O

4.4.5 Proof of Lemma 63: Final stability estimate in perturbative
setting

First, we observe that by Lemma 58 and the estimates (4.109)—(4.110) from the previous
proof that, for given e, € (0,1), one may choose C, C" >, 1 and Gasymp <5, 1 such that

err err

ElxIx*"] < (1+5err Hh’ — L. (4.112)

H'(0,2m)

Second, thanks to Lemma 62, for given d., € (0,1), one may choose C,C" > . 1 and
dasymp Ko, 1 such that

& 1 2 iy u 4
)y 2(— Dis [T + S RESI ) + X RHS™x|]
1,j=1,i#j 1=1
1 1+ 3+,
<-— 1 Sorr ) (O21)% — (1Gere) 5 (001)? = (1+Gexe) 5 * 6 (4.113)
T
2m 2w » 2
hdf he' df
(ﬂw/ ) ‘

Now, fix a € (1,5). We claim that there exist o, <, 1 as well as a choice of the constant
C¢ >, 1 from Construction 53 such that

1< -S(1+9)71, (4.114)

r
so that the claim (4.84) follows from (4.112)—(4.114). Fourier decomposing both sides of the
asserted inequality (4.114), we may indeed derive the validity of (4.114) for suitably chosen

derr <o 1 and C¢ >, 1 analogously to our analysis towards the end of Subsection 4.2.2 (cf.
(4.49)—(4.52)), exploiting in the process also the bound (4.66). O
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4.4.6 Proof of Theorem 64: Overall a priori stability estimate

The stability estimate (4.86) follows directly from combining all results from Subsections 4.2.3—
4.2.8, in particular Lemma 52, Corollary 60, and Lemma 63. Note in this context that
assumption (4.85) imply E[x|x*"](t) < dry(t) for all t € (0,t,). O

4.5 Construction and properties of space-time shifts

4.5.1 Proof of Lemma 54: Existence of space-time shifts

Our aim is to prove the existence of a time horizon ¢, € (0,00), a locally Lipschitz map
z: [0,t,) — R? and a strictly increasing Lipschitz map 7' =: id+%: [0,t,) — [0, 00) such
that (2(0),7°(0)) = (0,0) and

1
= {t: T0) < g7 = Ton (4.115)
)] _
["Z(t)] = F(2,T,t), te(0,t,), (4.116)
where
QLJCZ,T p(.7t; Z7T)n—z,T<-’t) dH1
F(z,T,t) = |70/ 0 - -
[ #‘t(t)ffz’T(t) p(- t;2,T) dH?

Note that the asserted Lipschitz bounds (4.66) are then immediate consequences of integrat-
ing (4.116) and |p(z,t;2,T)| < rr(t)/(8C), cf. Construction 53 .

The proof of existence of the solution is obtained by successive approximations and an
application of the Picard—Lindelof argument. To this end, we introduce an auxiliary version of
our problem labeled by integers k£ > 1, which reads as

Z(t)] _ B
[‘ik(t)l = Fi(zr, Thes ), (2(0), 70(0)) = (0, 0), (4.118)

where the right hand side F},: Cy([0, 00); R?)x Cy([0, 00); [0, 00)) %[0, 00) — R? is defined by
truncation:

Fi(z,T,t) = F(z,min {T, 1r3(1-1)},t), te€[0,00). (4.119)

Here, ([0, 00); X) denotes the space of bounded and continuous functions taking values in
a Banach space X.

We will show below that the fixed point equation obtained from integrating (4.118) admits a
unique solution z;, € Cy([0, 00); R?) and Ty € Cy([0, 00); [0, 00)), where t — Ty (t) is strictly
increasing such that

1
5t < Ti(t) <

N W

t. (4.120)

(The latter two properties are again consequences of |‘Ik| < % due to the estimates
|p(x, t; 2, min{ T}, %rg(l—%)}ﬂ <1/(8C¢) and C¢ > 1.)
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4.5. Construction and properties of space-time shifts

Taking the existence of such a sequence of solutions (2, 7} )r>1 for granted for the moment,
we then define ¢ty := 0 and for £k > 1

ty = sup {T(t) < 3r3(1-1)}. (4.121)

By the properties of T}, uniqueness of solutions to (4.118), as well as the definitions (4.119)
and (4.121), the sequence (tx)x>1 is strictly increasing and bounded. The solution to (4.116)
is then constructed by

(2(t), T(t)) := (2r(t), Tk(t)), te]0,tx), (4.122)
by :=supty = klggo t < o0. (4.123)

Note that (4.122) is indeed well-defined by uniqueness of solutions to (4.118), and that the
identities (4.115)—(4.116) hold true by construction. Hence, it remains to verify the existence
of solutions to (4.118) with the asserted properties.

Fix an integer k£ > 1. In order to apply the Picard-Lindel6f argument, we have to show that
for given t € (0,00), the function (z,7) — Fy(z,T,t) is globally Lipschitz with Lipschitz
constant independent of t. For notational convenience, we abbreviate the truncation by
T := {T, s75(1—1)}. First, we compute
1 1 11 2mra(t)
2 -2 T T orrd =07,
Tty 2@ )

so that the normalization factor has the required regularity due to the action of the truncation
and the smoothness of the evolution of ¥. Second, since the Jacobian of the tubular
neighborhood diffeomorphism

T = (sz,?(xv t)? sz,?(‘x?t))

is given by = — 1/(1—(szf o PI A)(m,t)sjzf(x,t)), plugging in the definition (4.61)

sz,T

together with a change of variables yields

7 57l
ot — -t P A
< (67 =x) (g (L
Shifting variables, we obtain from the relations (4.17)—(4.19)

pi(ti 2, T ~(- ) dH!

jZ’T

S—

T

/{O<sdist[0ﬁ;(-,t) <r~(t)/8}

- T
. S_o (1)
0T —zid) /. Ty N2
X (Xl X1 )( 7t>C( Tf(t) )Vsi(),T( 7t> dx,
and the required regularity estimate follows from this representation by smoothness of the

evolution of x, the action of the truncation, and Lipschitz continuity of translations of volumes.
Since an analogous formula also holds for p, replaced by p_, this concludes the proof. [J
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4.5.2 Proof of Lemma 65: Bounds for space-time shifts

Our goal is to prove (4.87)—(4.88). Fix t € (0,t,). Note that from (4.56), Construction 55, a
change to tubular neighborhood coordinates, |H3-r(-,t)| < 2/rr(t), and (4.63) it follows that

Epua[X[X*7](t)

>

/ (=T )| |94 1) da
{dist(-,1™" (1)) <rr(t)/8}

/ ECam D (G 8) =
77 () )z 1—Hpx(-,t)s r%() (4.124)

17 () 273(t) (”i(" t2, 1)+ p2 (-t 2, T)> aH!
1 z,T) 2

1 <P( ) 1
> L PLEZ TN
10 J727 @ rr(t)

Hence, plugging in (4.65) and (4.66), recalling (4.12), and using Jensen's inequality
1 b1,
S0 < [ i) ds

0o 7o

"
0 11 2
2 2
< _ - e 1
<0 5asymp)ro/0 r7(s) <]IZ’T(S) ptosi ] A ) * (4.129)

L plosiz TN o)
< (146 L o7 g ds.
N( + asy p)ro/0 3/2( )</IZT(S)< TT(S) > H S

T'r
Inserting the estimate (4.125) into (4.124) and afterward exploiting the assumption (4.85)
further entails

%
7|Z | S 6errm dS,
where ferr > 6(1 4 Oasymp), Which in turn by (4.66) upgrades to
% .
7| |N errm/ (1+T(S))d8

N err\l X0|XO / dS TO dS
rT (t) ) %

<

~ 5err To [XO|X0] < < o .

Now, choosing e, << 1 (hence 0, dasymp << 1) such that the implicit constant in the last
estimate gets canceled, we obtain the claim for the path of translations z. Analogously, one
derives a bound of same type for T#m]"i(tﬂ O

4.6 Reduction to perturbative graph setting

4.6.1 Proof of Proposition 57: Reduction to graph setting

The proof of Proposition 57 is still work in progress and its details will be included in a
future version of the work [47]. We expect the statement of Proposition 57 to follow from
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an application of the Allard Regularity Theorem [117, Theorem 5.2]. Then, one can deduce
the H? regularity (4.73) from the hypothesis (4.71), the weak definition of V;; (cf. [46,
Definition 13, (17c)]), in particular (4.153), and the bounds (4.75)-(4.76).

4.6.2 Proof of Lemma 58: Error functionals in perturbative regime

The estimates (4.78) follow directly from (4.156), (4.56), (4.142) as well as (4.75), whereas
the estimates (4.79) are immediate consequences of (4.155), (4.55), (4.140), (4.150) as well
as (4.75)(4.76). O

4.7 Auxiliary computations in perturbative regime

Let (£,9, B) be the maps from Construction 55, and let (¢,, z,T") be the space-time shifts from
Lemma 54. Fix ¢t € (0,t,) and assume the existence of an height function h(-,t) satisfying
the properties as in the conclusions of Proposition 57. For ease of notation, we will drop in
the following any dependence on the time t. Furthermore, we will abbreviate in the tubular

neighborhood {dist(-,jZ’T) <rr/2}

Sqem i= sdistyr,

T = njz,T (¢] sz,T, sz,T = sz,T o sz,T,

H z,T — HTZ,T @) sz,T.

Finally, define I := I; p, which is by assumption subject to the graph representation (4.73)-
(4.76), and denote V := V], n := np; as well as, by slight abuse of notation, x := x; and

X == Xi-

We claim that for given d.,; € (0, 1), one may choose the constants C, C" > 1 from (4.75)-
(4.76) such that the individual elements of the stability estimates (4.58) and (4.59) are
estimated as follows:

o / (atfz’T‘i‘(BZ’T . v)gz,T_i_(VBz,T)Té;z,T) . (n_gz,T> dr}_[l
I

< — | Hirh(ngr-2)dH! (4.126)
I~

- / Hia(rper - 2)hdH — / HY S A
Iz, jz,

1 . . 1
+ \/Iz,T 6err (TT‘<TIZ,T . Z)h/ +‘H}2,Tfh’ ) dH :
B / (0T +(B>T - v)eT) - T ant =0, (4.127)
I
1 z,T 2T 2T 2 1
SV €T T an
I
1 4 2 1 2 1
< /1 p g D 1 (4.128)
1
- /‘BZ’T (1 [T P) art =0, (4.129)
12

_ /(1 —n- fz’T)V . gz,T(Bz,T . £Z7T) dHl

1
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1
< / 1171_22,T(h’)2 + Sere—5 (R')? dH', (4.130)
T2 T
/ (1d-&" @ &) B") - (V4+V - & ndH' =0, (4.131)
1
/(1 —n-&NV - BT an!
I
< —/ 1H2z,T(h’)2dH1+/ 5erri2(h’)2d7{1, (4.132)
jz,T 2 I jz,T TT

- [Ty @ (gt s VBT
1

1
2 N2 1 /
S /jZ*T sz’T(h' ) dH + /jvz’T 5err(r%+’HIz,T

- /;\wv-gﬂfcml
1

) (W)?dH", (4.133)

= / S i’ (4.134)
IZ,T

1 1
+ / 5err<(h”)2 + = (h)* + ((H§2,T)2+4> h2) dH!
I T i

T
1
_ /Q‘VD—(BZ’T . gz,T)éez,T‘Q dH
1
1
< - /1sz 3 <(h”)2 + Hi.rh? — Hfz,T(h’)2> dH! (4.135)
+/ 2HTZ7TH}z,Thh/ dHl
TZ’T
1 1
1\2 N2 ! 2 2 1
+ /,z,T 5err<(h Pt g ((sz,T) +T%>h )d?—[ |

/19Z’T(BZ’T . é;z,T_V) d?‘[l
1

H—227T 1
S/ L thHl—/ —(I')? dH' (4.136)
jz,T ’f'T jz,T /]"T
1 1
1\2 N2 ! 2 2 1
+/IZ,T 6err<(h )"+ —T%(h) + ((HEZ,T) +T%>h )d’H ,

[T - ety

1

1 o
< /Iz,T 5err(r4h2 + = (h )2) dH?, (4.137)

T rr
/ (x—x>")>"'v - B> dz
]RQ
1H2. 1
< —/ flizTh2 d?-l1+/ Sere— h* dH', (4.138)
jZ’T 2 TT jz,T TT
/ (=) (007 +(B>T - V)97 du
RQ
1
= / it di (4.139)
i

z,T 7’,31_,
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1 : 1
— /I oz HprhTdH — /I oy sz hnger - 2) dH!

T T

+ /IT 5err<:%|§h\+é\(nﬁj : z)h[+:4Th2> M.

Proof of (4.126)—(4.139). We proceed in several steps.

Step 1: Properties of gradient flow calibration. Thanks to (4.75), the definitions (4.67)—(4.69),
and the identities (4.17)—(4.19), it holds on I C {dist(-, TZ’T) < rr/8}

&1 =npar = Vsgar, (4.140)

BZ/T — HTZ,TI_ljz,T7 (4141)

9oT = L0 (4.142)
It

In particular, because of

VPTZ’T - Id _njz,T ® njz,T - sz,Tvnjz,T,

we obtain by direct computation throughout {dist(-, fZ’T) <rp/d}

_H*z T
Ve = g T @ T, 4.143
f ]. - H*z,T8jz,T I ’ I g ( )
H-.
Vgl s (4.144)
]. - H*z,Tsz,T
HiZ’T H*Z,T
VB = -t it @ Tpor + —————Dor ® Ty, 4.145
]_ - H*z,Tsz,T I ! I ! 1 — HTZ»TSIZ,T 1 r I T ( )
— 2
Hi-
R e B (4.146)
]. - sz,Tsz,T
1
z, T _ —

Sj—z,T|
throughout {dist(-jz’T) < ry/4}, which in turn follows from H..r
assumption, r7/2 is an admissible tubular neighborhood width for rt (cf. Definition 50).
Within {dist(-, fz’T) < rp/4}, we also record the following simplifications of (4.96) and (4.98):

1/2 being valid
2/rp since, by

Note that these computations are justified thanks to |1—1EII.Z,T >
<

. HizTOP—z,T H—ZT
3 2T - — 1+‘Z D — ! Tz + (To21 z = L T2 ) 4.148
té ( > 1 - sz,Tsz,T I ’ ( I ‘ ) 1 - sz,Tsz,T I ’ ( )
1 iz S*z, = ﬁ*z, * Z
8t’l9Z7T = — _z (2 I2T - HjZ,T> + I 2 . (4149)
r'r r'r rr

Step 2: Identities for geometric quantities of perturbed interface. First, we define (b, b’,b") :=
(h,h',h") o Ps-r. Then, denoting by o(1) any continuous function f(H-rh,h’) such that
f(Hy=2b,b) — 0 whenever |H.7h| — 0 and |§’| — 0, we claim that along I

n= (1 —+ ( — ; + O(l))(h/)2> ﬁjz,T — (1+0(1))h/7_—jz,T, (4.150)
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+ 0"+ o(1)h” + o))y Hyer + 0(1)h Hier. (4.151)

For a proof of (4.150)—(4.151), it is computationally convenient to represent the interface /
as the image of the curve v, := (id + hiiz=r) o 4*T where 7 is an arc-length parametrization
of I(T~*(t)) such that 7..v 0 37 = (3*7)". Then

V= ((1 Hyperh)7per + Wi >072’T, (4.152)
hence (recall that J € R?*? denotes counter-clockwise rotation by 90°)

! 1 H zTh 7z, T — h T52,T

- Jﬂ’}, - <( _ )i C > 077, (4.153)
T \/ (1—sz,Th) + (h')?

so that (4.150) follows from Taylor expansion. By virtue of H? regularity of the height

function h and V' being the distributional curvature of I due to [46, Definition 13, item iii)]
and x; =0 for all i ¢ {1, P}, we deduce V' = H,,. In other words,

Th

VI
Ak

_, _ i _ i
(h’ (Hyrh+2H - oh') + (1=Hpoh)(h" + Hpr(1—H 1)) ) -

\/ (1-Hprh) + (h’)23

Vo, =

(4.154)
so that (4.151) again follows from Taylor expansion.

Step 3: Change of variables formula. Let g: I — R be integrable. Then, by the coarea
formula

/I gdH' = /IT go (id+hn,z,T)\/ (1—H12,Th)2 + (W2 dH . (4.155)

Furthermore, since the Jacobian of the tubular neighborhood diffeomorphism x > (P;-.r(z), 57-.
is given by 1/(1—H- =7 87=7 ), we also obtain for any integrable G': R* — R with supp G C

{dist(-, jZ’T) < rr/4} by the area formula

/]R?(X )G == /zT/th 7 )>d8d’H() (4.156)

Step 4: Collecting further auxiliary identities. We obtain from (4.150) and (4.140) that,
along I,

n— & = o(1)h'n; <1+0( )b’ e, (4.157)
1
1—n-&7 = (2+ ) : (4.158)
In addition, we infer from (4.151) and (4.144) that, along I,

V4 V- =0+ o) + o(1) Hyer + o(1)h Hpeor, (4.159)
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as well as from (4.150), (4.151) and (4.140)—(4.141)
Vn — (BZ,T . gz,T)gz,T
— (ﬁ?—z,Th—’—h”)ﬁjz,T - HTZ,T[)/%TZ,T

+ (o(1)h" + 0(1) Heerb’ + 0(1)(Hor © Pre )b+ o(1) Hprh ) igecr
+ (o(1)b" + 0o(1)H peixy + o(1)(Hizir 0 Proe)ly + 0(1) Hi=rh) e

and

B-¢—V=—Herh—b +o(1)h" + o) Hyeir + o(1)h Hier + o()hHo=r. (4.161)

Next, we exploit the information gathered so far to express the terms originating from the
stability estimate of Ei, in terms of the height function h (and its derivatives). First, we get

from combining (4.155), (4.148), (4.140)—(4.141), (4.143), (4.145) and (4.157),

. / (até-z’T‘i‘(Bz’T . v)gz,T_i_(VBz,T)Té-z,T) . (n_gz,T) dHl

I

S sz,Th/(sz,T o Z) d%l - [ T H}z,T‘ih, d’Hl

jZ’T z

+ Yoo TH

+ /I  lo()] (\HIZ,T (e - 5)H

= — [Z’T H;Z?Th(njz,T . Z) dHl

) a1

— / Moty 2)hdH / Tng,Tth’dﬂl
Iz, jz,

+ /I o)) (\HIZ,T (7o - )R

+\H§Z,T§h’

) a7,

(4.162)

where in the last step we also integrated by parts. Next, it directly follows from (4.155),

(4.140)—(4.141) and (4.144)

/;lv X gz,T_i_Bz,T . €Z7T‘2d7_[1 S /
1

jz,T

1
(1+yo(1)\)§Hiz,Th2 dH',

and exploiting in addition (4.158)
_ /(1 —n- gz,T)v . gz,T(Bz,T . gz,T) dr]_[l
I

1 !/
g/IZ’T (1+|o(1)|)5 Za(h)?an'.

Analogously, recalling also (4.145) and (4.146),
z 4 1
/(1 0T BT A < —/ (1-lo(0)1) 5 H2e (') i’

I jz,T

as well as

- / (m—&"T) @ n—&>T) : VBT dH!

1

< [ (o) 22 0 art + [ jo(n)|[ |0 '
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Just plugging in (4.159) and estimating by Young's inequality yields
1
—/’V+V~§Z’T‘2d’ﬂl
12
1 1\2 1
<= |, (I=lo())5 ()" dn (4.167)
- / Tlo(l)l(H;,T(h’)M ((H;Z,T)%H;ij)h?) dH',
I
and analogously based on (4.160)
_ 1 _ 2,1 2T\ ¢2,T 2 1
S| V(BT e an
I
1
< —/ : (1—|o(1)y)5 ((h”)2 + Heo (W) + H;g,ThQ) dH!
I
— | Hiohh"dH!
jz7T
+ [ oIH 2
I
< — (1—|o(1)|)1 (R")? + H: oh? ) dH*
- jz,T 2 IZ’T

1
+ /IZ,T g M- (W) d3!

(4.168)

+ / 2Hpa Hyohl dH!
™

[ oI+ 12 )
Iz,T

where in the last step we also carried out an integration by parts and estimated by Young's
inequality.

We continue with the terms originating from the stability estimate of Ej,. First, by means
of (4.155), (4.142), (4.161) and an integration by parts we obtain

/ﬁZ7T(BZ’T . fz’T—V) dHl

1
H2. 1
S/IZ’T ;%TthHl—/ﬁT%(h’del (4.169)

H?Z,T 1
—|—/ |0(1)| (( 7’1 +7..4+(H§Z,T)2> h2 + Hsz.,T(h/)Q + (h//)2> dHl
T T

2
T
Next, just plugging in (4.141)—(4.142) and (4.157) into (4.155) and applying Young's inequality
entails

/ﬂZ’TBZ’T . (1’1 o fZ’T) d/}_[l S /
I

jZ‘T

1
lo(1)] <r§;h2 + Hfz,T(h’)Q) dH'. (4.170)

In addition, based on (4.156), (4.142) and (4.146), we may infer

/ (X_XZ,T)ﬂz,TV . BZ’T dr S _/
R2

™

1 H%Z,T

(1=-lo()])5—%

rr

h* dH', (4.171)
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whereas it finally follows from (4.156), (4.149), (4.141) and (4.147)

/ (x=x"") (0= " +(B=" - V)9*T) da
R2

1 2 1 HIZ,T . 1 1 ) 1
R B (@.172)

+ /[Z’T |0(1>| (é’ih‘+é‘HEZ’Tih’+é’(DTZ‘T . Z)h‘+7a1%h2> dHl

Step 5: Conclusion. Due to (4.140) and (4.141), the identities (4.127), (4.129) and (4.131)
hold true for trivial reasons. The remaining estimates follow from (4.162)—(4.172) and
|Hyer| < 2/7r. O
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CHAPTER

Weighted Inertia-Dissipation-Energy
approach to doubly nonlinear wave
equations

Abstract. We discuss a variational approach to doubly nonlinear wave equations of the form
p0%u + g(Oyu) — Au+ f(u) = 0. This approach hinges on the minimization of a parameter-
dependent family of uniformly convex functionals over entire trajectories, the so-called Weighted
Inertia-Dissipation-Energy (WIDE) functionals. We prove that the WIDE functionals admit
minimizers and that the corresponding Euler-Lagrange system is solvable in the strong sense.
Moreover, we check that the parameter-dependent minimizers converge, up to subsequences,
to a solution of the target doubly nonlinear wave equation as the parameter goes to 0. The
analysis relies on specific estimates on the WIDE minimizers, on the decomposition of the
subdifferential of the WIDE functional, and on the identification of the nonlinearities in the
limit. Eventually, we investigate the viscous limit p — 0, both at the functional level and on
that of the equation.

5.1 Introduction

Semilinear wave equations of the form pd?u — Au + f(u) = 0 in the space-time domain
Q x (0,T) with Q C R%, p > 0, and f = ' monotone can be addressed variationally by
considering minimizers of the global-in-time functionals

T 82p 1
u / / el/e <|8752u|2 + = |Vul* + F(u)) dx dt
o Ja 2 2

under given initial and boundary conditions. Indeed, minimizers u. of the latter converge up to

subsequences to solutions of the semilinear wave equation as £ — 0. This is the content of a
celebrated conjecture by De Giorgi on the variational resolution of hyperbolic problems, which
was proved in [120] for 7" < oo and in [109] for its original formulation with 7" = oco. The
interest in this possibility relies in reformulating the differential problem in terms of a uniformly
convex minimization problem, combined with a limit passage. This ultimately delivers a novel
approximation methodology for nonlinear wave equations.

Starting from this first positive results, the reach of the De Giorgi conjecture has been extended
to other classes of nonlinear hyperbolic problems [110]. These include nonhomogeneous forcing
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terms [123, 124], general mechanical systems [77], and time-dependent domains [87]. The
aim of this paper is to consider the extension of the variational approach to the case of a
nonlinearly damped wave equation of the form

pdFu+ g(Ou) — Au+ f(u) = 0. (5.1)

In addition to the nonlinearity f(u) on u, the latter equation features a second nonlinear
dissipation term g¢(d,u) with g monotone, making it a doubly nonlinear wave equation.
Correspondingly, the global-in-time functionals take the form

T e2p 1
Le:urs / / e le <2|a,?u|2 + eG(Opu) + §|Vu|2 + F(u)) dz dt
0 Q

where G' = g. These functionals feature the weighted sum (via the exponential weight

t > e~*/¢ and powers of the parameter ¢) of an inertial term p|0?u|?/2, a dissipation term
G(0yu), and an energy term F'(u). These global-in-time functionals are hence usually referred
to as being of Weighted Inertia-Dissipation-Energy (WIDE) type. Correspondingly, the above-
mentioned variational approximation strategy of minimizing the WIDE functionals and then
passing to the limit ¢ — 0 is called the WIDE approach. The relation between the minimization
of I, and the solution to (5.1) is revealed by computing the Euler-Lagrange equation for I,..
Postponing all necessary details to the coming sections, we anticipate that it takes the form
of the following fourth-order elliptic-in-time equation

e2pdtu — 2epd}u + pdiu — €0:(g(Ou)) + g(Ou) — Au+ f(u) = 0. (5.2)

In particular, by formally taking the limit £ — 0 one recovers the doubly nonlinear equation
(5.1). The minimization of I,. hence corresponds to an elliptic-in-time regularization of (5.1).
Note that the Euler-Lagrange equation (5.2) is not causal, as its solution . at a given time ¢
depends on its values on the interval (¢,7") as well. Causality is restored in the limit £ — 0,
which is hence referred to as causal limit in this context.

The WIDE approach for (5.1) has already been investigated for quadratic . In this case, the
resulting limiting problem (5.1) is a linearly damped semilinear wave equation. The amenability
of this variational approximation procedure has been ascertained both in the case T' < oo [78]
and for 7' = oo [110]. In taking the limit ¢ — 0, the linearity of the dissipation term g(0u) is
crucially used in [78, 110]. In particular, the identification of the nonlinearity f(u) follows by
compactness.

The focus of this paper is in extending the WIDE theory to the genuinely doubly nonlinear
setting by letting G be not quadratic. We assume G to be convex and of p-growth, for some
2 < p < 4. This calls for a number of delicate extensions of the available arguments. First,
the problem will be abstractly reformulated in Banach spaces, as opposed to the Hilbertian
formulations of [78, 110]. Secondly, in passing to the limit as ¢ — 0 one needs to identify
two limits. Compactness will still enable to identify the limit in f(u). For the identification
of g(Jyu) one uses a lower semicontinuity argument instead. This is challenging due to the
hyperbolic nature of the problem. At this point, let us refer to [33], where the case of a
positively 1-homogeneous 1 (but with f = 0) has been considered in the context of dynamic
plasticity, with the help of tools for rate-independent flows [91].

Our first main result is the amenability of the WIDE approach in this doubly nonlinear
hyperbolic setting. Theorem 68 states that, under suitable assumptions, the functionals /,.
admit unique minimizers u., that they are strong solutions of the Euler-Lagrange equation
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(5.2), and that wu. converge to solutions of the doubly nonlinear wave equation (5.1) as ¢ — 0,
up to subsequences.

We then turn to the investigation of the so-called viscous limit p — 0. This can be alternatively
discussed at the level of the functionals /,. or at the level of their minimizers, which we now
indicate with u,.. Theorem 69 states that one can take any limit (p,&) — (po,£0) and prove
the convergence of the respective trajectories u,. to the limiting one u,,,. In particular, for
(p,e) — (0,0) the minimizers u,. converge to the unique solution of the doubly nonlinear flow
9(0u) — Au+ f(u) =0.

Before closing this introduction, let us mention the literature related to the parabolic version
of the WIDE approach. In fact, elliptic-regularization nonvariational techniques for nonlinear
parabolic PDEs are classical and can be traced back to Lions [80], see also Kohn & Nirenberg
[69], Oleinik [97], and the book by Lions & Magenes [81]. An early result in a nonlinear setting
is by Barbu [16].

The WIDE approach in the parabolic setting has been pioneered by llmanen [63], for the mean
curvature flow of varifolds, and Hirano [60], for periodic solutions of gradient flows. Note that
WIDE functionals are mentioned in the classical textbook by Evans [39, Problem 3, p. 487].

A variety of different parabolic abstract problems have been tackeld by the WIDE approach,
including gradient flows [10, 19, 93], rate-independent flows [90, 92], doubly-nonlinear flows
[6, 7, 8, 9, 88], nonpotential perturbations [5, 89] and variational approximations [76], curves
of maximal slope in metric spaces [102, 103, 108], and parabolic SPDEs [105]. On the more
applied side, the WIDE approach has been applied to microstructure evolution [31], crack
propagation [71], mean curvature flow [63, 119], dynamic plasticity [33], and the incompressible
Navier-Stokes system [17, 98].

The plan of this chapter is the following. We formulate the problem in abstract spaces,
collect assumptions, and formulate our main results, Theorems 68-69 in Section 5.2. After
collecting some preliminary material in Section 5.3, we prove the existence of a solution to the
Euler-Lagrange problem in Section 5.4. This calls for an approximation of the WIDE functionals
based on the Moreau-Yosida regularization, the characterization of their subdifferential, and
a limiting procedure with respect to the approximation parameter. We eventually prove in
Subsection 5.4.6 that the WIDE functional admits minimizers. The passage to the causal limit
¢ — 0 is detailed in Section 5.5. Eventually, the viscous limit p — 0 and its combination with
the causal limit ¢ — 0 are discussed in Section 5.6.

5.2 Assumptions and main results

In this section, we present an abstract formulation for the doubly nonlinear wave equation
(5.1) and state our main results Theorems 68 and 69. Let us start by fixing some assumptions,
which will hold throughout the paper.

Let d € {2,3} and Q C R? be a nonempty, open, bounded, and Lipschitz domain and
V = LP(Q) for 2 < p < 4. Moreover, let X = H}(2), so that X C V densely and compactly.
We indicate by V* and X* the dual spaces, by (-,-);, and (-,-)y the corresponding duality
pairings. Finally, in the following we denote by u’ the time-derivative O,u.

We are concerned with the analysis of WIDE approach to the abstract nonlinear hyperbolic
Cauchy problem defined as

pu" + &) +n({t)=0 inV*forae. te(0,T), (5.3)
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E(t) =dyy(u'(t)) in V*forae te(0,7T), (5.4)
n(t) € 9p(u(t)) in V* forae. t € (0,T), (5.5)
u(0) = wo, (5.6)
pu'(0) = puy. (5.7)

Here, T' > 0 is some reference final time, the prime denotes time differentiation, and p is a
positive parameter (p — 0 will be considered in Section 5.6 below). The convex functionals
¥, ¢V — [0,00) are given as

V() = { /QG(’U) dz if Gowv e LY(Q), (5.8)
o0 otherwise,
B(u) = /Q <;|Vu|2 + F(u)> dz YueV. (5.9)

We denote by dy the Gateaux derivative and by 0 the subdifferential in the sense of convex
analysis. Finally, ug € X and u; € X N LY(Q) are given initial data, where ¢/ = 2p/(4 — p).

The WIDE approach to the Cauchy problem (5.3)-(5.7) consists in defining the parameter-
dependent family of WIDE functionals I,. : L*(0,T; V) — (—00, 00| over entire trajectories
as

0

g —t/e e%p (2 / )
ng(u){ / et/ <2/Q|u t)|*dz + ey (u (t))—i—(b(u(t)))dt |f|u€K(u0,u1),

(5.10)
where we let
K (ug,u1) = {u € H*(0,T; L*(Q)) " WP(0,T; LP(Q)) N L*(0,T; Hy (2)) :
u(0) = ug, pu'(0) = pus}.
In the following, we assume ¢ : V' — [0, 00) to be twice Gateaux differentiable, convex, and of

p-growth. In particular, we assume that there exists a constant C'; > 0 such that the following
conditions hold

|u|p<01(()+)= Vu eV, $(0) =0 (5.11)
|dvip(u) - S Cr(lult +1), YueV,p =p/lp—1); (5.12)
(5.13)
(5.14)

| Hes(¢(u))” Lpu §01(|u\p +1), YueV,p" =p/(p—2), forp>2;
| Hes(v(u)) |z < C1, Yu eV, forp=2.

As a consequence, there exists a constant Cy > 0 such that

[uff, < Cal(dyiu),uyy +1) VueV, (5.15)
() < 6(0) + (dvp(u), uhy < Co(ulfy +1) Vue V. (5.16)

We assume F' € C*(R) to be convex and f = F’ € C(R) to have polynomial growth of order
r—1, for r € [1,p]. In particular, we ask for some constant C3 > 0 such that

é]vlr < F()+Cs and |f(v)]" < Cs(1+|v|") forallveR, (5.17)
3
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where 1/r + 1/r" = 1. The growth assumptions in (5.17) imply that F' has at most r-growth.
We indicate by Ox¢x the subdifferential from X to X* of the restriction ¢x of ¢ to X.
Note that Jx¢x is a single-valued. More precisely, we have = Ox¢px = —Au + f(u) in
X*. Furthermore, we can deduce the existence of a constant Cy > 0 such that the following
conditions hold:

D(¢) C X5 Julx < Cu(o(u) +1) Yu e D(¢), (5.18)
[nlxe < Callulx + |ulrg) +1) Vn=0xdx(u), (5.19)
1% < Callulx + lulv) +1) Vi = dx¢x(u), (5.20)

where ¢ is a nondecreasing function in R. Note that (5.19) requires that r < 2*, whereas
(5.20) requires that r < p.

The Euler-Lagrange equation for /,. under the constraints u.(0) = ug and pu.(0) = pu; reads

2 1 "

petul” — 2peul’ + pul — el + & +n. =0 in X7, ae in (0,7), (5.21)
& =dyy(ul) inV* ae in (0,7), (5.22)
Ne = Oxox(u:) in X, ae. in (0,7, (5.23)
u:(0) = uy, (5.24)
o (0) = pus, (5.25)
pul(T) =0, (5.26)
! (T) — &(T) = 0. (527)

In particular, the minimizers of the WIDE functionals u. solve a regularization of the target
problem (5.3)-(5.7).

Our first main result reads as follows.

Theorem 68 (WIDE variational approach). Assume (5.9)-(5.8), (5.11)-(5.14), and (5.17).
Then,

i) The WIDE functional 1,. admits a unique global minimizer u. € K (ug, u).

i) For the unique minimizer u. of I,., by letting &, = dy(u’.) and n. = Ox¢x (u.), the
triple (ue, &, me) belongs to

[W4P(0,T; X*) N H*(0,T; L*(Q)) n W20, T; V) N L*(0, T; X)]
x WHP'(0,T; X*) x L*(0,T; X*),

and is a strong solution of the Euler-Lagrange problem (5.21)-(5.27). Moreover, the
global minimizer of 1,. and the strong solution of the Euler-Lagrange system coincide.

iii) For any sequence €, — 0, there exists a subsequence (denoted by the same symbol)
such that (ue,, &, ne,) — (u,§,n) weakly in

[W2(0, T3 V) 1 L2(0, T3 X)) x L (0,T; V) x L*(0, T3 X7),
where (u,n, &) is a strong solution to the doubly nonlinear hyperbolic problem (5.3)-(5.7).
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Theorem 68.i-ii is proved in Section 5.4 by means of a regularization procedure whereas the
€ — 0 limit in Theorem 68.iii is obtained in Section 5.5.

Furthermore, we study the viscous limit for p — 0 of the doubly nonlinear hyperbolic problem
(5.3)-(5.7), recovering the doubly nonlinear parabolic problem studied in [8], namely

Et)+nt)=0 inV*forae te(0,7T), (5.28)
() =dyy(d/(t)) inV*forae te(0,7T), (5.29)
n(t) € gb(u(t)) in V* fora.e. t € (0,7), (5.30)
u(0) = (5.31)

In this regard, our results are the following:

Theorem 69 (Viscous limit). Assume (5.9)-(5.8), (5.11)-(5.14), and (5.17). Then,

i) The WIDE functionals I,. I'- converge as p — 0 with respect to the strong topology of
LP(0,T;V) to

L { /OT et/s<aw(u’(t)) + ¢(u(t))>dt ifu € K(up),

00 else,

where

K(up) = {W(0,T; V)N L*(0,T; X) : u(0) = up}.

i) Let (u,,&,,n,) be a strong solution to the doubly nonlinear hyperbolic problem (5.3)-(5.7)
in
[WP(0,T; V)N L*(0,T; X)] x LP (0, T; V*) x L*0,T; X*).

For any sequence py, — 0, there exists a subsequence (denoted by the same symbol)
such that (u,,, &y, Mp,) — (0, €, 1) weakly* in

[(WhHP(0,T; V)N L=(0,T; X)] x LP(0,T; V*) x L*0,T; X*),

where (u,&,n) is a strong solution to the doubly nonlinear parabolic problem (5.28)-
(5.31).

i) Let (uep,&:p,Mep) be a strong solution of the Euler-Langrange problem (5.21)-(5.27)
belonging to the regularity class of Theorem 68.ii. For any pair of sequences (e, p
(0,0), there exists a not relabeled subsequence such that (uc, ., &, p0s Nerpn) — (U,
weakly in

) =
&)

[WhP(0,T;V) N L*(0,T; X)] x L' (0, T; V*) x L*(0,T; X*),

where (4,£,7) is a strong solution to the doubly nonlinear parabolic problem (5.28)-
(5.31).

Theorem 69 is proved in Section 5.6. More precisely, Theorem 69.i is obtained in Subsection
5.6.1, whereas the proof of Theorem 69.ii is given in Subsection 5.6.2. Eventually, Theorem
69.iii can be proved by combining the arguments of Sections 5.5-5.6.
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Pa
Thm 68.iii
(O;Pk) <6 (5k,Pk)
Thm 69.iiY r Thm 69.i

/ \
(0,0) [8 Thm5.1] (ex,0) ©

Figure 5.1: Theorems 68-69: illustration of the various limits with respect to ¢ and p.

5.3 Preliminary material
In this section, we present a tool for further use.

Lemma 70 (Weighted limsup tool). Let A : D(A) C V — 2V be a maximal monotone
operator. Let v. — v weakly in LP(0,T;V') as e — 0. Let w.(t) € Av.(t) for almost every
t € (0,T) be such that w, — w weakly in L” (0, T;V*) as ¢ — 0. Moreover, assume that
the following inequality holds

lim sup /OT(T — t){we, ve)y dt < /OT(T —t)(w,v)y dt. (5.32)

e—0
Then, w(t) € Av(t) for almost every t € (0,T).
Remark 71. Note that
Tt T
/ / F(s)dsdt = / (T—1)f(t)dt, forany f € L}0,T).
o Jo 0

As a consequence, assumption (5.32) of Lemma 70 is equivalent to

Tt Tt
limsup/ /(wg,vg)v dsdt §/ /(w,v>v dsdt. (5.33)
e—0 0 0 0 0

Proof of Lemma 70. Fix tqo € (0,T). Let § > 0 be such that ¢y > ¢ and T'— ¢y > ¢, and let
Bs(tg) == (tg — 6,to +6). Forany v € V and w € Av, we define

o v(t) fort ¢ Bs(to),
ot) = { v for t € Bj(to),

e (1) fort ¢ Balt)
. z(t) fort & Bs(ty),
(t) = { w fort € BZ(tO),

where z(t) € Av(t).
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Using the monotonicity of A, (5.32) and the weak convergence properties of w. and of v., we
deduce that

T T
Oglimsup/ (T—t)(we—ﬁ),vs—@vdtg/ (T —t)(w — w,v — b))y dt.
0 0

e—0

From the definition of © we deduce

Since the left-hand side is nonnegative, it follows that

0< [ (T—t)w—w,0—)ydt,
20 Bs(to)
where the integral in the right-hand side converges to (T —to){w(to) — w, v(tg) — )y as 6 — 0
for almost all ¢ty € (0,7T), due to the Lebesgue Differentiation Theorem. As a consequence,
we obtain
(w(ty) —w,v(to) —T)v >0

for almost all ¢ty € (0,7"). Finally, recalling that @ € A®, by using the maximal monotonicity
of Ain V x V*, we can conclude that w(t) € Av(t) for almost all ¢ € (0, 7). O

5.4 Existence of solutions to the Euler-Lagrange problem

This section focuses on the solution of the Euler-Lagrange problem (5.21)-(5.27) and on the
minimization of the WIDE functionals. At first, we introduce some approximation of the
functionals in Subsection 5.4.1 and investigate their subdifferential in Subsection 5.4.2. These
approximated functionals admit minimizers. The corresponding Euler-Lagrange problem is
given in Subsection 5.4.3. We derive a priori estimate in Subsection 5.4.4 which allows to pass
to the limit in the approximation in Subsection 5.4.5 and find a solution to the Euler-Lagrange
problem (5.21)-(5.27). Eventually, such solutions are checked to correspond to minimizers of
the WIDE functionals in Subsection 5.4.6.

: . : A
5.4.1 Approximating functional I
Define the spaces
V=LF0O,T;V), W=H0,T;L*Q)NnW"(0,T;V),

and the approximating functional I, : V — (—o0, 0] as

I (u) = /0 otle (62/)|u”(t)’%2(9) +ep(u/' (b)) + qu(u))dt if we Ky(up,ur), (5.34)

00 else,

K (ug,u1) ={u €W : u(0) = ug, pu’(0) = pus }.

Here, A > 0 and ¢, denotes the Moreau-Yosida regularization of ¢, namely

veV

¢x(u) := inf <pl)\|u —ol} + gb(v)) = pl)\|u — Jhly + o(Jyu), (5.35)
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where J, is the p-resolvent of 0y ¢, at level A, namely the solution operator Jy : u +— Jyu to
Fv(u — J)\u) € A@ng(J,\u) in V", (536)

for any u € V, where Fy, : V' — V* denotes the p-duality map between V' and V* (namely,
(Fy(u),u)y = [ull, = |Fy(u)|P for any u € V). Recall that 0y (u) := Fy(u — Jyu)/A. As

D(I,.) = Kx(ug, ua),
I, can be decomposed as
D=1, + P, (5.37)

where the functionals I,.,®.y : V — [0, 00] are defined by

T 2
jp{;‘(u) _ A eft/E (82/)|u”(t)|%2(ﬂ) —+ gw(ul<t)))dt |f u € K)\(UO, Ufl), (538)
00 else,
and
T
O\ (u) = / e ey (u) dt (5.39)
0

with domains

D(1,.) = Kx(ug,u1), D(®e)) = V.

The functional IPA8 is proper, lower semicontinuous, and convex in V. Moreover, thanks to
the Poincaré inequality, it is coercive on V. The Direct Method ensures that I;‘E admits a
minimizer u.) € K (ug, uq).

5.4.2 Representation of subdifferentials

In order to derive the Euler-Lagrange equation for Iﬁg, we prepare here some representation
results. Recalling that

V=1LP0,T;V), W=H?0,T;L*Q)NW"(0,T;V),

we denote by d), and 0)y the subdifferentials in the sense of convex analysis from V to V* and
from W to W*, respectively.

First, note that we can further decompose the functional I,. : V — [0, +00] as
[pa = Y:os +Y )
where

g —t/e 82 " / X
Y,e(u) = /0 e <2p‘u (O)[72() + ¥ (u (t))> dt ifueWw,

00 else,

oo else.
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The functional Y. is Gateaux differentiable in WV, in particular we have

(dwYpe(u), e)y = /0 e p(u(t), €" (1)) 2y + e Fe(dv (v (1)), €/ (1)) dt, Ve € W.

On the other hand, we have

(f,e)w = for all [u, f] € OyY and e € W with e(0) = €/(0) = 0.
Since D(Y,:) = W, we deduce that

awjpa = dWY;JE + 81/\/3_/ )
with domain

D(Owl,e) = {ueW :u(0) = ug, pu'(0) = pus } .

Let u €7D(8ije)- As we have D(I,.) C W C V, we conclude that Ol ,. C Owl . Letting
f e ovl,e(u), since f = (dwY,e(u) + oY (u)) € V*, we obtain

/0 122 (0 (8), € (1)) ey + €% {dvib (u(1)) /(1)}y dlt = / (F(B), ety dt,

(5.40)
Ve € W such that e(0) = ¢'(0) =0.

—/tTf(s)ds

we have g € W7 (0,T;V*) and, for all p € C>(0,T),

[ ewatyai== [ [ ot at) s as

= [ (00 + e W) o)

where in the last equality we used (5.40). As a next step, we observe that dyi(u/(t)) €
Whe(0, T; L4(S2)) with ¢ = °2; due to the assumptions on ¢, in particular (5.13)-(5.14).

Note that ¢ > 1 being p < 4. Hence, (g+e Yeedyip(u )) e WhH(0,T; L9(Q)) due to
g < p', being p > 2. As a consequence, we obtain

T T
[ (s + ezavn oy Yoyt = - [ e
0 0
whence e~ "/<e?pu” € Wh(0,T; L(Q)) with & (e‘t/€52pu”) = g+ e Meedyy (u). In

particular, (e‘t/%?pu”’ e‘t/eepu”) € L%0,T; L%Q)) and e */*c2pu € L(0,T; LY (Q))
as v’ € L*(0,T; L*(Q)). It follows from (5.40) that

T
_/ e t/5€2pu'"(t)go’(t) dt
0

= [ 1wetn at= [ eave o) a- [ e e ar

0

By setting
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5.4. Existence of solutions to the Euler-Lagrange problem

for all ¢ € C5°(0,7),
which yields e /2 pu” — e Heedyyp(u') — e eepu” € WH'(0,T;V*), and hence, due to
the facts obtained so far, we infer that u € W49(0,T; L(Q)).
Therefore, integrating by parts in (5.40), we have

) = S (" 0) - 3 (¢ edvw () €V

for almost all t € (0,7, f € V* and also e?pu(T) = e2pu(T) — edy+(u'(T)) = 0, due to
the arbitrariness of e(7"),¢/'(T") € V, as well as pu”(T') = epu”'(T') — dyyp(u/(T)) = 0.

Finally, we can conclude that

D(OyI,) C{ueW: ue W(0,T; LYRQ)),u(0) = ug, pu'(0) = pus,
pu"(T) = 0,epu”(T) — dyy(u/(T)) = 0}, (5.41)

and

2

M1 pe(u)(t) = ((11252 (e_t/‘Estu”(t)) - ((jt (e‘t/asde (u’(t))) forae. t € (0,7). (5.42)

We observe that the inclusion C in (5.41) can be replaced by an equality, as the reverse
inclusion D is straight forward.

Note that dy®.y : V — R is demicontinuous (i.e., strong-weak continuous) and single-valued.
As a consequence, we have that D(®.y) = V. As 0yI,. + 0y®P., is maximal monotone in
Y x V*, we obtain

OI2, = Oyl + Op®.y. (5.43)

Note that the minimizer of 17, is unique. It hence coincides with the strong solution of (5.44).

5.4.3 Euler-Lagrange equation for I,

Thanks to the decomposition (5.43), the minimizer u.y of I fulfills
0€ avjps<us)\> + 8\/(1)5)\(“5)\)-

In particular, the following holds

2.1 m

pecull — 2peull + puly +nex — el + & =0 in V* ae in (0,7), (5.44)
Nex = Oy da(ucy) = —Adyuey + f(Jauey) in V*, ae in (0,7), (5.45)
&= dyv(uly) in V¥ ae. in (0,7), (5.46)
uex(0) = o, (5.47)
pul(0) = puy, ( )
pul(T') = 0, (5.49)
epuy(T) — Ean(T) = 0. (5.50)
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5.4.4 A priori estimates

We now derive a priori estimates for u.y which will eventually allow us to pass to the limit for
A — 0 in Subsection 5.4.5, then as ¢ — 0 in Section 5.5, and finally p — 0 in Section 5.6. In
what follows, the symbol C' will denote a generic positive constant independent on J, €, and
p, possibly varying from line to line. Furthermore, for the sake of brevity, we write (u, &, )

instead of (ucy, &, Men) in the following. Occasionally, specific dependencies of the constant
C will be indicated.

Testing (5.44) with «’ — u,, integrating over 2 x (0,t) for an arbitrary ¢ € (0, 7] and then
integrating by parts, we obtain

pe’

pe’
2

2

t
= 2pe{u (0,00~ 1)+ 208 [ o (5) e
0

" (0)|Z2i0) — 5 U (0)|Z2q) + pe™(u" (1), 0/ (8) — ua)

+

N

' (t) = ua 72y — €(€(8), 0/ () — ua) + /O (&(s),u'(s) —ur) ds 4 e (v (1)) + Pa(u(t))
= e(uy) + oa(ug) + /0 (n(s),u1)ds. (5.51)

Observe that for ¢t = T', the estimate (5.51) reduces to

T p€2 T P
| 6000~ )t + O 00 ey + 202 [ 0oy dt + S T) ~ i
0 0

2
T
+ep(W'(T)) + oa(u(T)) = ep(ur) + Paluo) + / (n(t),w)dt. (5.52)
0
Integrating (5.51) over (0,7), then integrating by parts and summing it to (5.52), we obtain
e2(T +1 4—3e)e [T Tt
P ) + 2 /0 [0 (8) By + 2p2 /0 /0 [0 (5) 22 s

T

T
(T) =l + [ 50 =il dt+ (=) [ (€00 (0) =) at

L P —2)

2
+/0 /0<§(3),u’(5)—u1>dsdt+€¢(u/(T))+¢A(U(T>)
—|—g/0 w(u’(t))dt+/0 oa(u(t))dt

:5(T—|—1)w(u1)+(T—i—1)¢A(u0)+/ <77(t),u1>dt+/0 /0t<77(s),u1>dsdt. (5.53)

0

Remark 72. Note that above computations are only formal. Indeed, the terms u"”,u" and &'
are only in L1(0,T; L(S2)), whereas v’ € V*. This argument can be made rigorous by means
of a time-discretization technique. For more details about a rigorous derivation of (5.53), see
Section 5.7.

Using the fact that ¢, ¢ > 0 and (£(¢),u'(t) — uy) > P (u/(t)) — ¥ (uy), we get from (5.53)
4-3 4 1-2
p(2€)5/0 |u” (£)] 72y dt + p(2€)|U,(T) — u1|72(q
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5.4. Existence of solutions to the Euler-Lagrange problem

+(1—5)/0 w(u’(t))dt—l—/o ox(u(t))dt

< (5+T—|—7;>w(u1)+(T+1)¢,\(uo)+/ ), uy dt—l—/ / ),up)dsdt.

0

The last two terms in the previous inequality can be treated as follows
T
/ ) dt+/ / ), ur) ds dt = / (1+T — ) (n(#), ur) dt
0 0
§u+n/Nmmwmuw
0
T
<C(@) [ (aul -+ Ll + Dl de
0
T
< 5C(T)/ (I aulx + [Ivulpr o)) dt + C(T, ) (Jua X + |w[ + [ui]x)
0
T
< 5C(T)/ o(Jyu)dt + C(T,0,uq)
0T
< 5C(T)/ Ox(u)dt + C(T, 6, uy)
0

where we used (5.19), the Young inequality for a sufficiently small 6 > 0 to be fixed below, as
well as (5.17) and definition (5.35). As a consequence, we obtain the following estimate

AL 3 / (0 ey t + 22 (D) g
1 — & / w dt—f—C/ qb)\
< <5+T+2>¢( D)+ (T + Vs (uo) + C(T, 6, uy) (5.54)

for some strictly positive constant ¢ = ¢(7',d) < 1. For a sufficently small € > 0, from (5.54)
we can deduce

nguH”%Q(O,T;LQ(Q)) <C, (5.55)
ol (T) — 3oy < O (5.56)
||U/||Iip(o T~V) <0, (5.57)
v ()7, oy SC (5.58)
due to (5.11) and (5.12), and
/ ox(u(t)) dt < C. (5.59)
Hence, using (5.17)-(5.18) and (5.35), we get
| Il z20,mx) < C (5.60)
||JAU||LT‘(O7T;LT(Q)) S C . (561)
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5. WIDE APPROACH TO DOUBLY NONLINEAR WAVE EQUATIONS

Furthermore, it follows that

sup |u(t)|y < C, (5.62)
te(0,T)
Veelld ooz < C (5.63)
whence we obtain
2p

VoEldv (W (1) lwrarizae) < € with ¢ = (5.64)

3p—4’

due to (5.13)-(5.14). Since n € Jy¢(Jyu) C Oxdx(Jru), assumption (5.20) together with,
(5.60), |Jyuly < C(July + 1) (see [22, Lemma 1.3]) and (5.62) give

”nH%Q(O,T;X*) <C. (5.65)

We close this subsection by deriving additional a priori estimates. A comparison in equation
(5.44) yields

n

(VAN VAN
Q9
=N

lp*u™" — 2peu’ — 56,||L2(0,T;X*)+LP'(O,T;V*)

" "

2
[pe”u™ — 2peu™ + PUH|’L2(o;r;x*)+Lq(o,T;Lq(Q))+Lp’(o,T;v*)

Moreover, we deduce additional regularity for the first two terms in (5.44). Observe that,
setting v := u"”, we can write the following ODE

pe®v/ (t) — 2pev(t) +w(t) =0 in V*,

where w(t) := pu”(t) + n(t) — e&'(t) + £(t) for a.a. t € (0,T). Note that we have a uniform
bound (only in A, not in ¢) in the L(0,T’; LY(§2) + X*) norm for w thanks to (5.55), (5.64),
and (5.65). Hence, solving the ODE we can deduce

0] Laoiza(@)+x) < € 72C(p,T),
then, by comparison,
V'] Lago,riza(@)+x7) < e 2C(p,T),

which eventually ensures that

" | ago.rsa@)+x=) + |0 | Lao,riza@)+x+) < Cle, p,T).

5.4.5 Passage to the limit as A\ — 0

Let u.\, be a minimizer of Igg, Nex = Ovoa(ucy), and &\ = dyv(ul,). We have proved
that (ucy, 7ex, &) solves (5.44)—(5.50). From the uniform estimates of Subsection 5.4.4, we
deduce the following convergences as A — 0 (up to not relabeled subsequences)

Uz — u. weakly in W90, T; LY(Q) + X*) N H*(0,T; L*(Q)) N W0, T; V), (5.66)
Jauex — v. weakly in L*(0,T; X), (5.67)
Eox — &2 weakly in WhH9(0, T LI(Q) + X*) N LP(0,T;V*), (5.68)
Nex — 1. weakly in L2 (0,7; X*). (5.69)

192



5.4. Existence of solutions to the Euler-Lagrange problem

Convergences (5.66)-(5.69) are sufficient in order to pass to the limit in equation (5.44) and
obtain

pe*ul" — 2peu” + pu’ — € + & +n. =0 in LYQ) + X* forae. t € (0,7). (5.70)

Proceeding as in [8, Subsec. 3.3], we can deduce that
Jauey — ve strongly in C([0,T]; V), (5.71)
v. = U, and that the strong convergences

Uex — Ue strongly in LP(0,7;V), (5.72)
ue(t) — uc(t) strongly in V for a.a. t € (0,7), (5.73)

hold. Moreover, due to (5.62) we have that u., — wu. strongly in any L*(0,7;V") for
s € [0, 00).

Since V* C X* compactly and L?(2) C X* compactly, we have

4)

& — & strongly in C([0,T]; X™), (5
5.75)

g
uly — u strongly in C([0,T]; X™), (5.7

hence w/(T") = 0. Furthermore, let ¢(t) := liminfy_,o [ul,(t)|22(), and note that ¢ € C[0, 7]
due to (5.63). Since ¢(t) < oo for all ¢ € [0, T7], we can take a subsequence X!, — 0 (possibly
depending on t) such that

uly (t) — ul(t) weakly in L*(€2). (5.76)

Finally, the initial data (5.47)-(5.48) and the final datum (5.49) can be recovered in the limit
A — 0 thanks to convergence (5.66). The final datum (5.50) can be recovered in the limit
arguing as it follows. From (5.50) and (5.74) one can deduce that

epull (T') = EA(T) — &.(T') strongly in X*.
On the other hand, it follows from (5.66) that
epul\ (T) — epu (T') weakly in LI(Q) + X*,

hence epu(T') = £.(T) in LI(Q2) + X*.

£

Identification of the nonlinearities

Identification of 1.. Define the operator A : X — X* and recall B: X — X* as
(Au,v)x = / Vu-Vu dz, (B(u),v)y = / flwv dx (5.77)
Q o)

so that (Au,u) = ||u||% and B(u) = f(u) almost everywhere. At first, convergence (5.67)
entails that AJyu.\ — Au. weakly in L?(0,T’; X*). On the other hand, the strong convergence
(5.73) and the continuity of f ensure that f(u.\) — f(u.) almost everywhere. As f is bounded
by (5.17), we readily get that f(u.x) — f(uc) strongly in L*(0,7; L*(R2)) for any s < 1'. As
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r < p < 2%, this in particular implies that . = —Au. + f(u.) in X* almost everywhere in
(0,7).

Identification of £.. Recall that uy. € W42(0,T; X*) N H*(0,T; L*(Q2)) N Whr(0,T;V) is
such that pu¥_(T) = 0 and ux.(0) = ug, pu (0) = puy, and & € WH9(0,T; LI()) N
LP'(0,T;V*). Moreover, note that we have pe?uY’ — 2psuf. — <&} € L' (0,T;V*). Consider
a sequence of mollifiers g, namely g;(z) = p~%g(x/p) with g € C°*(Q) and [, g(¢) dt = 1,
and define v, := g, * u.x. Then, we have (u”,)’ = g, * u’, and

| satata®lvat =t [ e, 6By O}y a
= L (£ (7). WA (T) = ) = (64(0). 04(0) = o) = [ (€ (D) 0a(8) = o)

where we integrated by parts. Note that the dualities in the last line are with respect the dual

space of X* + L4(Q), namely X N L7 (Q) with ¢’ = ffpp conjugate exponent of ¢ = ?j—i.

As a next step, we exploit (5.44), obtaining
T -~ ~
| ettt atalo)y dt = lmy () (1) = o) — (6 0,15 (0) ~ o
T
= [ tot5(0) = 2ot 0.0 0) — ) )
0
T
- / (Puly(t) + &ex + nex, uea(t) — wo)y dt.
0

We integrate by parts the term
(€€an(T), ul\(T) — uo) — (2621 (0), ul\ (0) — o)

T
- / (P (1) — 2peuls (t), w5 (8) — o) dt
0

= (€x(T) — pe*ulj(T), ul\(T) — uo) — (£€ea(0) — pul} (0), ul, (0) — uo)
+ (2peuly (1), ul\(T) — o) — (2peuly (0), uly (0) — up)

« ol (0), () (1) di — / " (2peuly (1), (o, (1)
= —(e€a(0) = pe*ul} (0), ul, (0) — o) — (2peuly(0),uly(0) — uo)
+ [ entsion 08wt [ ot o). 08 @) at
— (e (0) — U (0), W (0) — o) — (2=l (0),u (0) — o) — (p=uls (0), () (0)
- [y [ @i, ey,
due to (5.49) and (5.50). Hence, we obtain
lim (€60 (T), o (T) = o) = (=60 (0), 614 (0) = o)

T
= [ tot50) = 2ot (0.0, 0) - ) )
0
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T T
et 0) ) = | pe Ot = [ oy (0. uia ()

T
A UK Y S VNG AN

- p5|u/s)\(T)|%2(Q) + P5|U1|%2(Q)
It follows that
T
JRCRCRACINE
’ T
_<P52U/sl)\(0)a Ul>XnLq’(Q) - / P52|Ug,\(t)|%2(ﬂ) de
’ T
- P5|U2A(T)’%2(Q) + P5|U1|i2(ﬂ) - /0 (puly, uea(t) — o)y dt

— A <§€)\, Ua)\(t) — U0>V dt — /0 <7'}5)\, Ug)\(t> — U0>V dt. (578)

Observe now that

dt

T T T
/ (Nea(t), Iuea(t) — uo)x / Nea(t), uex(t) — ug)y dt — NP _1/ Mex (6) 4+
0 0 0
T
/ Nea(t), uer(t) — ug)y dt,
0

and we have

lim sup <— /0T<775A(t)> Iater(t) — o) x dt) < - /OT<775(t)a ue(t) — uo)x dt.

A—0

Using convergences (5.75), (5.66) and (5.76), we have

lim (—(pe*ul(0), wa) g (o) = —{pe*ul (0), ur)x,
T T
s (= [ Oy ) < = O
A—0 0 0

lifil sup ( - /?€|U/5A<T)|2L2(Q)) < —pe|ul(T)| 220
%

Hence, from convergences (5.66), (5.72) and (5.68), we can deduce that

T
lim sup / (ean(), s ()
A—0 0

T
—{p*ul(0), ur) x o () — / pe? |l (t)[72() dt — pelul(T)[} + pelua [ty
0

- /0T<pug’ ue(t) = o)y dt — /OT@&’ Uue(t) — u)v dt — /OTW:, ue(t) — ) x dt .
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Note that the same mollification argument that we used to deduce (5.78) for u.) works also
for u.. As a consequence, we obtain

limsup/o (eﬁd(t),u;/\(t»y/dt:/o (e€e(t), ul(t))y dt.

A—0

From the demiclosedness of the maximal monotone operator u — dy ¢ (u(-)) in LP(0,T;V) x
LP'(0,T;V*), we can conclude by Lemma 70 that £.(t) coincides with dy+(u’(t)) for a.a.
€ (0,7), as well as

A—0

lim <€sx( ) u EA()—%)dt:/O (€ (1), u(t) — w) dt. (5.79)

5.4.6 Minimization of the WIDE functional I,

Our next aim is to show that the above-determined limit u. is the unique minimizer of /,. on
K (ug,u1). More precisely, we prove that the strong solution (u.,&.,7.) of the Euler-Lagrange
problem (5.21)-(5.27) is a minimizer of I,. in V.

Note that K (ug,u;) C Ky(ug,u;) and ¢, < ¢. By passing to the limit as A — 0 and using
the dominated convergence theorem, we have

I?a(v) — I.(v) Vv e K(up,w).
As u., is a global minimizer of [,;\5, we have
];\a(v) > If’)\e(ud) Yo € K (ug,uq).
Convergences (5.66)-(5.67) and the lower semicontinuity of the convex integrals u —

fOT e_t/5?|u”(t)]%2(ﬂ)dt, u fOT e teerp(u/(t))dt, and u fOT e t/2¢ (u(t))dt in LP(0,T; V)
give

A—0 2

T 2
liminf[j‘s(us,\) = ll{\ﬂ_}lglf\/o e—t/€<€p " ( >|L2 +€¢( ( )) +¢)\ (UE)\(t))>dt

> lim inf e_t/s<€zp\u'/()|L2 e(ud ())+¢(Jwa(t)))dt

A—=0 0
g ye (E2P
> [ et (SO o + 0 l0) + 0 (1) ).
0
As a consequence, we have
Le(v) > 1e(u.) Vv e K(ug,ur).

Namely, u. minimizes I,. on K (ug, ), hence u. € D(01,.) and 0 € Oy, (u.).

5.5 The causal limit

In this section, we proceed to the proof of Theorem 68 by checking that, up to subsequences,
u. converges to a strong solution of the target problem (5.3)-(5.7).
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Starting from the uniform estimates derived in Subsection 5.4.4 and using the lower semiconti-
nuity of norms and of ¢, we deduce the following bounds, valid for all 7" > 0,

lzllzeo.z:v) + 1€ o 0,00

+ |lpe*ul” — 2peul’ + pul — el 2o rxy 1 0y < C(T), (5.80)
T
[[e 22 0.7:x) +/ P(ue(t)) dt + [|1e]| 20,75y < C(T). (5.81)
0

Up to not relabeled subsequences, these bounds entail the following convergences as ¢ — 0+ :

u. — u weakly in W?(0,T; V) and strongly in C([0,T]; V),

(5.82)

u. — u weakly in L*(0,T; X), (5.83)

€. — & weakly in LP'(0,T;V*), (5.84)

pe2u! — 2peu” + pu — €' — ¢ weakly in L*(0,T; X*) + L” (0, T; V*), (5.85)
n. — 1 weakly in L? (0,7 X*). (5.86)

Convergences (5.84)-(5.86) are sufficient in order to pass to the limit in equation (5.70) and

obtain
(+&+n=0 in X" ae in(0,7). (5.87)

Initial conditions

Note that the strong convergence in (5.82) follows from the compact embedding W' (0, T; V)N
L?(0,T; X) — C([0,T]; B) for some Banach space B such that X C B compactly and from
an application of the Aubin-Lions Lemma. The initial condition u(0) = ug is thus a direct
consequence of (5.82).

Furthermore, by defining w. := pe?u’ — 2peu + pul. — &, we observe that the uniform

bound ||w.||c(o,11,x+) < C follows from (5.80). In particular, we can take a subsequence
€, — 0 such that

w:(0) — wy weakly in X™.

Finally, by testing w.(0) with v € X, integrating by parts and letting ¢ — 0, we can deduce
that wy = pu;.

Identification of the nonlinearities
As a final step, we need to identify the limits ¢, &, and 7 fulfilling (5.87).

Identification of the limit { = pu”. Let ¢ € C([0,T] x ). By integrations by parts we
obtain

T
[ ot = 2pe 4 put = <t
0
_ 4 2.1 " d 4 " /d g / /d T ld
= [ ({petul,")dt + [ (2peul, ) dt — [ (pu,")dt — [ (e, ') dt
0 0 0 0
T T
—>—/ <pu’,¢’>th:/ (pu”", p)xdt ase — 0,
0 0
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where we used (5.55), (5.58), and (5.82) to pass to the limit. Hence, ( = pu” almost
everywhere.

Identification of the limit n = —Au + f(u). Arguing as in Subsection 5.4.5, we exploit the
weak convergence (5.83) and the a.e. pointwise convergence (5.82) in order to obtain that
Ne = —Au. + f(u:) = —Au+ f(u) almost everywhere in X*. Hence, n = —Au+ f(u) in
X

Identification of the limit £ = dy(u'). Integrating (5.51) over (0,7") and integrating by parts,
we obtain

/T /t<£“<5)vu/sx(5) —uy)dsdt

o [T
< 22 [ WO 0+ (D) = & [ al0) <)
T T pt
(), U (1) — ug) dt — A A+ T A (8), uy) ds dt
/ AEr® iz =) dt = [ orua®)dt+ Tort) + [ [ (rate) ) ds
T T T pt
§€C—g/0 ]u’E/\(t)—ul\%z(Q) dt—/o ¢)\(Us)\(t))dt+T¢/\(uU>+/0 /O(UE,\(S),uﬁdsdt

due to (5.55), (5.56), (5.57), and (5.58). Then, we take the limsup as A — 0. On the
left-hand side we pass to the limit thanks to (5.79), while on the right-hand side we use (5.66)
and (5.69) together with

lim inf ¢y (uey) > liminf ¢o(Jyuey) > o(ue),
A—0 A—0

which is given by the weak lower continuity of ¢ in X, (5.67) and v. = u.. In particular, we

/oT /0t<§€(8)’ uz(s) —up) dsdt
< /°T ) ~ sl @2~ /OT O (1)) dt + T(ug) + /OT /ot<n€<s>, ur) dsdt .

By arguing as above, convergences (5.82), (5.83), and (5.86) give

lim sup /0 ' /0 (30 (5) — uy) ds dt (5.88)

e—0

g—g/:w( — w22 dt—/ d(u(t)) dt + T (u) / / ), u) ds dt
< —/OT/Ot<pu”(s)+T](s),u/(s)—u1>d5dt:/0 /O(f(s),u/(s) ) dsdt

where we integrated by parts and we used (5.87). In particular, recalling Remark 71, we have

lim sup / (T — 1)(&(s), ul(s) - ur)dt < / (T — 1)(E(s), 0 (s) — wr) dt

e—0

From the demiclosedness of the maximal monotone operator u +— dy¥(u(:)) in V X V* we
can conclude by Lemma 70 that £(t) coincides with dy¢(u/(t)) for a.a. t € (0,7"), and

li_r>r(1)/ / (€.(s),ul(s) —uy)dsdt = // t) —up)dsdt. (5.89)
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5.6 The viscous limit

In this section we discuss the viscous limit p — 0. In particular, we prove Theorem 69.i and
Theorem 69.ii in Subsection 5.6.1 and Subsection 5.6.2, respectively. Furthermore, we observe
that the statement of Theorem 69.iii can be established by arguing as done in Section 5.5,
but obtaining ( =0 as also p — 0.

5.6.1 Gamma-convergence of /. in the viscous limit

We consider the WIDE functionals I,. as defined in (5.10), namely ,. : V — (—o00, 0] such
that

1

pE

. /OTe—t/g<€22P /Q W/ (B do + 0w (5) + ou(t) )dt i u € K (uo, ),

00 else,
where
K (ug, w1) = {u € H*(0,T; L*(Q)) nW(0,T;V) N L*(0,T; X) : u(0) = ug, pu'(0) = pus},

hence D(1,.) = K (ug,u;). The aim of this subsection is to prove that, by letting p — 0, the
sequence of functionals I,. to I'- converges with respect to the strong topology in V' to

L /OT ot/ (aw(u’(t)) + ¢(u(t)))dt if ue K(up),

00 else,
where
K(up) = {Wh(0,T; V)N L*(0,T; X) : u(0) = uo},

hence D(I.) = K (up).

Proof of Theorem 69.i. I' — liminf inequality: Consider a sequence u, in V' converging to
u in V. With no loss of generality we can assume that sup, /,.(u,) < oo. Then, there
exists a subsequence p;, — 0 such that iminfy o I, -(up,) = limy_o0 1), (u,,) < 00. As
sup, I, (u,,) < 0o, we have a uniform estimate for u,, in W"P(0,T;V) N L*(0,T; X),
hence u,, weakly converges to u in W?(0,7;V) N L*(0,T; X) up to a subsequence. As a
consequence, liminf, ,o I, (u,) > liminfy o I-(u,, ) > 1. (u).

Existence of a recovery sequence: Let u € V. If u ¢ K (ug) or if u € K (ug,u), we can choose
u, = u and trivially conclude that I,.(u,) — I.(u) as p — 0. If u € K(ug) \ K (ug,w1),
we consider a sequence of mollifiers g;, namely g;(t) = p~'g(¢t/p) with g € C*(R) and
Jrg(t)dt = 1. We define (g; * u)(t) := f_Tl g5(t — s)u(s)ds by setting u(t) = wug for
t e (—1,0) and u(t) =0 for t € R\ (—1,77 , hence g; * u(t) is well-defined for every t € R.
Then we have that g; * u — u converges to w in W'?(0,7; V)N L?(0,T; X) and in particular
(g5 *u)(0) = up in V as p — 0.

As a next step, we define u; = g5 * u + up — (g5 * u)(0) + (us — (g5 * u)'(0))¢?, where
¢P(t) = texp(—t/p). Note that (u;)'(0) = uy and ¢? — 0 in WP(0,T) as p — 0. As
a consequence, u; € K(ug,u;) and uz; — w in WH(0,7;V) N L*(0,7;X) as p — 0.
Furthermore, we have |(C/~,)”|%2(O’T) < C/p® and (gp * u)” = g}, * v/, whence we deduce
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that ||(g; * u)”||L2(07T;Lz(Q)) < ]|g;~,||L1(07T)||u’||L2(07T;L2(Q)) < C/p. By choosing p = pl/* for
some s > 3, we obtain |I,.(u;) — I.(u;)| < Cp'~%/*, whose right-hand side goes to zero as
p — 0. On the other hand, having the strong convergences above, by means of the Dominated
Convergence Theorem, we can conclude that I,.(u;) — I.(u) as p — 0. O

5.6.2 Viscous limit of the doubly nonlinear wave equation

Consider any solution (u,,&,,7,) to our target problem (5.3)-(5.7) which belongs to
[(WHP(0,T; V)N L20,T: X)] x LP(0,T:V*) x L*(0,T; X*) =: ).

The aim of this subsection is to show that (u,,&,,7,) converges (with respect to the weak
topology of ) and up to a subsequence) to (u, £, n) satisfying

E4+7=0 inX*ae in(0,7), (5.90)
E=dyy(d) inV*ae in (0,T), (5.91)
n=—-Au+ f(u) in X" ae in(0,7), (5.92)

with initial datum w(0) = wuy.
Proof of Theorem 69.ii. First, we will show the following estimates holding for (u,,&,,n,) € Y
solving (5.3)-(5.7)

PP | oo o, z2e) + 1 | oorivy + o]l o,rix) + lupll iz @) < C, (5.93)

||77p||L2(0,T;X*) + ||5p||LP’(0,T;V*) <C. (5-94)

By comparison in (5.3), we also obtain

pHuZHL2(0,T;X*)+LP’(O,T;V*) <C. (5.95)

In order to prove (5.93)-(5.94), we proceed by arguing on increments. For any arbitrary
constant 7 > 0, we define a backward difference operator 9, by

() =x(=7)

T

Sox() =2

for functions x defined on [0, 7] with values in a vector space and ¢t > 7. Test (5.3) with
dru,, integrate on (7,t) and by parts, obtaining
p [ p [T
2 2

t—

REES)

(1 (1) = w,(t = 7))
— ) (7) 2 uy(7) = 0, (0)) = - / (s = 7) = 0, (3) 2 ds + / (6(5), 8ruy(s)) ds

t o [ 1906y ds = 5 [ 1906 a0y ds = 5- [ [Vl =) = Vo) e ds
+ [ (uns)) () ds =0,
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By letting 7 — 0, the regularity of u, and the Lebesgue Differentiation Theorem allow us to
conclude that

t
P P
= Sl (0)E20) + 51w (0) ) + plu, (D) Z2) — Pl (0)[12i0) + 0+ [ (&(5),u;(5)) ds
2 2 .
1 1 !
+ §|V“p(t)|%2(ﬂ) - §|VUP(O)|%Q(Q) +0+ /0 (f(up(s)),u,(s))ds =0
for almost every t € (0,7). This can be rewritten as
P 2 ' 1 2 '
! !/ !/
SO + [ (690 s+ 5V + [ () (o) ds
P 1
= §|U1\%2(Q) + §|Vu0|iz(sz)7

whence we obtain (5.93)-(5.94) by using the assumptions of Section 5.2.

From (5.93)-(5.95), up to not relabeled subsequences, we deduce the following convergences:

u, — u weakly in W"?(0,T;V) and strongly in C([0,T]; V), (5.96)
u, — u weakly star in L>°(0,T; X), (5.97)
£, — & weakly in L (0, T;V*), (5.98)
pull — ¢ weakly in L*(0,T; X*) + L7 (0,T; V™), (5.99)
n, — 0 weakly in L? (0,7 X™*). (5.100)

The initial condition %(0) = u, follows directly from (5.96). The identification of the limit
¢ = 0 can be obtained as in Section 5.5. Using the same argument of Section 5.5, we can
also deduce that ) = —Awu + f(u). It just remains to identify the limit £&. In order to achieve
this, we first consider (5.88), namely

/OT /;(fp(S),u;(S) —uy)dsdt < — /OT d(u,(t)) dt + Tp(ug) + /OT /Ot<np(s),u1>ds dt

due to (5.89). Then, convergences (5.97) and (5.100) ensure that

nr;ljélp / ' / 6 ()11, (s) — wn) ds
/ (@(t)) dt + To(uo) / / ), ) ds dt
/ / ) —up)dsdt = / / (€(s),4'(s) —uy) dsdt,

where we used (5.90). From the demiclosedness of the maximal monotone operator u —
dytp(u(:)) in ¥V x V*, we can conclude by Remark 71 and Lemma 70 that £(¢) coincides with
dy (/' (t)) for a.a. t € (0,7). O

Remark 73. Observe that, since we do not assume f to be Lipschitz continuous, solutions u,,
0 (5.3)-(5.7) (as well as solutions u to (5.28)-(5.31)) may be not unique. For this reason,
there might exist solutions u, to (5.3)-(5.7) which cannot be recovered by means of the WIDE
approach, namely, that are not limits as € — 0 of sequences of solutions to the regularized
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problem (5.44)-(5.50). Note that Theorem 69.ii establishes the convergence (with respect
to the weak topology of Y and up to a subsequence) of any solution (u,,&,,n,) € Y to
(5.3)~(5.7) towards a solution (u,&,7) to (5.28)~(5.31) as p — 0. This result implies that the
same holds true for any (u,,&,,n,) € Y solution to (5.3)-(5.7) obtained as causal limit in
Section 5.5. This could be proved also starting from the estimates derived in Subsection 5.4.4
which are uniform in p > 0.

5.7 Time-discretization of the WIDE approach

In this section, we introduce a time-discretization technique. We follow the strategy outlined
in [78], in particular we investigate a time-discrete version of the WIDE principle. We replace
the WIDE functional IE\E by a time-discrete WIDE functional Ié?.

For the sake of notational simplicity, in this Section we omit the subscript A. In particular, in
the following /. and ¢ stand for IPAE and ¢,, respectively.

We recall the notation for the constant time-step 7 := 7'/n (n € N) and we introduce
V, = {(u(o), u™y e vt (@) unY) e X"*?’}.

We define the time-discrete WIDE functional Ié? : V- = R by

n n—1 n—2
. c . )
IDWO, ..., = TP >~ Teer ;0 u) 4 5 >~ Teer i1 (0u) + 3 Tes, o (u?).
j=2 j=2 i=2

Here, given a vector (w(®, ... w™), 6w denotes its discrete derivative, i.e., dw') = (wl) —

wi=V) /7 for j = 1,...,n and §*w = 6(dw), 0*w = §(0*w), and so on. Furthermore,

we define the weights e.1,..., e, given by e..; = (;T)Z fori = 1,...,n, representing
a discrete version of the exponentially decaying weight ¢ — exp(—t/¢) and thus satisfy
de.r; + e.r;/e = 0. For the sake of notational simplicity, from now on we will drop the

subscript e7 from e, ;. Finally, we introduce the discrete counterpart of K (ug,u,), which is

K (ug,uy) = {(u?, ..., u™) eV, = ug, pouY = puy}.

The discrete WIDE functional ]ég) represents a discrete version of the original time-continuous

WIDE functional I,.. Note that Ig) is convex. From an application of the Direct Method we
obtain the existence of a unique discrete minimizer.

Lemma 74 (Well-posedness of the discrete minimum problem). For ¢ and T small and all

ug,uy € X, the discrete WIDE functional I{7) admits a unique minimizer in K (uo,uy).

5.7.1 Discrete Euler-Lagrange system

The unique minimizer (u(?, ..., u(™) of the time-discrete functional IF(,? solves

n—2
£ PZTG (6%ul)| §20)) +5ZT€]+1 (dyyp(0ut), 509) + 37 ejia(Oyo(u?), o) = 0
=2

j=2

v<'U0, ceey n) € K’T(O70)
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As a next step, we sum by parts. In particular, we obtain
n—1

e Y Tej{dyy(6u?), sv?)

Jj=2

n—2
= e, {dyp(su™ D), vy — e 3 7—<(5(€j+2 de(éu(j+1))),v(j)>
i=2

n—2
= een(dyrp(ou ), 0" D) — £ 37 7 (6(dyyp (ul ) ), o)
j=2
n—2
+ 37 reja{ dyp (5ul ) o), (5.101)

j=2

where we used the formula
ed (ej+2 de(éu(j“))) = 5ej+2(5( de(éu(jﬂ))) — ejyo Ayt (Sulth)

which can be deduced from de; o = —e;10/c.

From here on, one can simply follow [78, Sec. 5.2.] together with (5.101) in order to obtain
the following.

Lemma 75 (Discrete Euler-Lagrange system). Let (u(?,...,u™) € K (ug,u1) be the
unique minimizer of the discrete WIDE functional Ig). Then, (u®, ..., u™) solves
£2p0*ul*? — 2253wt 4 psul) — Eé(de(éu(j“))>
+ Ay (6u D) + Oy p(u?) = 0, (5.102)
subject to the initial and final conditions
u® =, pou™ = puy, (5.103)
£2p6*u™ =0, e2p8%u™ = eps?uV + e dyp(du™Y). (5.104)

The system of equations (5.102)—(5.104) is the discrete analogue of (5.44)—(5.50).

5.7.2 Discrete estimate

The argument of Subsection 5.4.4 can be made rigorous at the time-discrete level. We present
here a time-discrete version of the estimate (5.54) by using the time-discrete Euler-Lagrange
system (5.102)—(5.104). Namely, we prove the following estimate.

Lemma 76 (Discrete estimate). Let (u¥, ... u™) minimize the discrete WIDE functional

Igg) over K (ug,uy). Then, for all ¢ and T sufficiently small we have

435" o w1788 0 e By S s (B)
pe > 76t ul?| +pT|5u —w )+ > Tp(du)+e > To(uw™) < C (5.105)
k=2 k=2 k=2

for some constant 0 < ¢ < 1.
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Proof. We argue by reproducing the estimate of Subsection 5.4.4 at the discrete level, i.e., we
perform the following:

nz_f (5.102) x (0u'™ —uy) + ZT (zk: (5.102) x (duY) — ul)) :

Most of the computations have been already performed in [78, Subsec. 5.3], hence we refer to
the Proof of Lemma 5.3 in [78, Subsec. 5.3] for the contributions deriving from the first three
terms in (5.102).

Here, we deal with the terms involving the nonquadratic functional . First, for kK < n — 2, by
adding a null term, we compute

_5zk: (5 (d ¢(6u(j+1))),5u(j) — )

k
Z Ay (utD), 5u D) — 5uy — g( dyp(su®tD), su® D — )

+ €< dyp(6u®), 5u® — uy).

Additionally, we have

k
Z< de@u(ﬂl))’ Sulith — 5u(j)>

Jj=2

k k
> z:zﬂ(du(jJrl Z Y(0u?) = h(su®) — (ou?).
=2 j=2

Combining this together with the argument of Lemma 5.3 in [78, Subsec. 5.3|, we obtain the
discrete analogous of (5.53), namely

4—3en2 1-— =
pe T3S s 0 S 27\52 O 4 pL 55002 g2 4 23 7fsu® — 2
k=2 k=2 j=2 2 k=2
n—2 n—2

k
+ (1 —2) Y (dyy(u), sut T — ) + 3773 7 (dyy (ul?), u) — )
k=2 k=2 j=2
+€¢(5u”1 +8Z7’¢5u(k)+¢(5u"2 Ti

(1+T)¢(u1)+7¢(u1) (1+T)¢( 0)
Z a\/¢ u1 + Z Z 8ng ou) >

Using the fact that (dy v (6u)), 6uld) — duy) > (6u)) — (du;) together with 1, ¢ > 0,

we deduce
4 o 3 n—2 1 . 3 n—2 n—2
pE c Z T]§2u(k)\2 +p 5 c ]5u(”’2) —ug|? + Z Tw(éu(kﬂ)) + Z T(b(u(k))
k=2 k=2 k=2

< (e+T+T+ f)wul) + 0+ T)o(uw)

Z av¢ Ul +Z Z a{/¢ (5u ]) U1>
Jj=

Finally, the same argument of Subsection 5.4.4 allows us to obtain (5.105). O
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5.7.3 Discrete-to-continuum convergence

In order to obtain the inequality (5.54) we need to show that the time-discrete energy
estimate (5.105) passes to the limit as 7 — 0 (for fixed € > 0). To this aim, we need the

discrete-to-continuum I'-convergence I},Q 5 I, with respect to the strong topology of

K= H*0,T; L*(Q))NnW"(0,T; V)N L*(0,T; X).

Following the strategy outlined in [78, Subsec. 5.4], one can prove the following

Proposition 77 (Discrete-to-continuum I'-convergence). Let
X, :={u:[0,T] = X : uis piecewise affine on the time partition}

and define the functionals I ,., .7,(3? K — [0,00] as

Tpe(u) = {IMU) Tu € K(uo,u),

o0 elsewhere,

pe 00 elsewhere.

- (O (u(0), u(r),...,u ifu U, U1 ),
9 ::{fpeuox (7). (D)) ifu€ X 0 K (g, )

Then, I ’(;) I'-converges to I e With respect to the strong topology of K.

Note that Proposition 77 is the analogous of Lemma 5.4 in [78, Subsec. 5.4] in our nonquadratic
setting. As a consequence, the proof of Proposition 77 can be obtained by reproducing that of
Lemma 5.4 in [78, Subsec. 5.4] to our setting. We hence refrain from providing a discussion
of this part.

As last step, we observe that the minimizers u., of the discrete functional f,(o? fulfill the

estimate (5.105) and are hence weakly precompact in K. Since fé? ['-converges to fpa with
respect to the same topology by Lemma 77, from the fundamental theorem of I'-convergence
(see [20, Sec. 1.5]) it follows that u., — u. weakly in C, where w. is the unique minimizer of

I,.. Furthermore, estimate (5.105) passes to the limit, so that the inequality (5.54) is proved.
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